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1.0 INTRODUCTION

1.1 Background

In support of the Melt Attack and Coolability Experiment (MACE) and OECD/MCCI programs,[1] phenomenological model development for various ex-vessel debris cooling mechanisms has been underway at Argonne National Laboratory since the early 1990’s.[2-3] These efforts have increased the basic understanding of the unique heat and mass transfer processes that occur at the interface between corium and water when an MCCI is flooded from above.

To provide an integrated framework for assessing the ability of these models to adequately capture debris cooling behavior, a simple parametric core-concrete interaction code was developed[4] to allow model comparisons with experiment results. The capability of this CORium QUENCHing (CORQUENCH) code was subsequently extended to allow first-order analysis of plant accident scenarios in which core-debris is postulated to accumulate in simplified, single node geometries (e.g., a sump or cylindrical cavity) under either wet or dry cavity conditions.[5]

Since that work was completed,[1-5] the reactor accidents at Fukushima Daiichi occurred. As a result, the nuclear industry has been reevaluating accident management strategies for both PWRs and BWRs. Specific to BWRs, previous accident management guidance called for flooding the drywell to a level of approximately 1.2 m (4 feet) above the drywell floor once vessel breach has been determined. While this action can help to submerge ex-vessel core debris, it can also result in flooding the wetwell and thereby rendering the wetwell vent path unavailable. On this basis, an alternate strategy has been proposed in industry guidance[6] for responding to the severe accident capable vent Order, EA-13-109.[7] This alternate strategy aims to throttle the flooding rate to achieve a stable wetwell water level while preserving the wetwell vent path and keeping the core debris covered with water.

To inform the development of these Severe Accident Water Management (SAWM) strategies, it became clear that improved analytical tools would be needed in order to realistically model ex-vessel core debris spreading and debris coolability behavior. This most recent version of CORQUENCH is intended to satisfy the enhanced modeling needs related to debris coolability; a separate model (i.e., MELTSPREAD3[8]) has been enhanced to satisfy the need for realistic evaluations of likely debris locations within containment following vessel failure. The overall focus of this work is to provide a flexible, analytically capable, and validated model to support development of SAWM strategies that aim to keep ex-vessel core debris covered with water while preserving the BWR wetwell vent path. Specifically, there are gaps in analysis capability for evaluating core melt relocation and cooling behavior that accounts for several important factors that include the effect of water throttling on spreading and long term debris coolability. These gaps have been identified by an industry-lab advisory group as high priority items to address.[9]

One specific factor that can impact flooding strategy is the spatial distribution of core melt in containment following vessel failure and melt spreading. For instance, a localized accumulation of melt in the pedestal region of a BWR may require a more specific flooding approach in comparison to the situation in which core melt is spread uniformly over the pedestal and drywell floor areas. In the former case, the localized core melt accumulation could form a dam preventing adequate debris flooding and cooling if the water is not injected directly on top the core debris, whereas in the latter case, effective debris flooding is expected regardless of injection point(s) as
long as the injection flowrate is high enough to remove both sensible and decay heat from the debris. These spatial distribution questions, coupled with the overall effectiveness of the debris cooling process, impact the water injection requirements for achieving a balance between water injection flowrate versus boil-off, thereby minimizing extraneous spillover into the wetwell.

1.2 Objectives and Approach

With the above background, the overall objectives of this work are three-fold:

1) Document the overall modeling strategy as well as the various phenomenological models that are embedded in CORQUENCH for calculating ex-vessel core debris coolability under realistic core melt distribution and cavity flooding conditions.

2) Provide a user guide for the code to facilitate the utilization of the software by other organizations and individuals that may have an interest.

3) Summarize the validation calculations that have been carried out in order to gauge the predictive capability of the code.

To this end, a phenomenology and literature review is provided to complete this introductory section as precursor to the phenomenological model descriptions that are provided in Section 2. This is followed by instructions on how to assemble the user input file for the code in Section 3. Subsequently, a description of the output text and plotting files is provided in Section 4. Finally, validation calculations, material property subroutines, and ancillary model derivations are provided in the appendices.

1.3 Phenomenology and Literature Review

Regarding the physics of core debris cooling in the presence of overlying water, several heat transfer mechanisms have been identified through experiments that can contribute to long-term corium coolability. These mechanisms are summarized in Table 1-1, while physical illustrations are provided in Figure 1-1. The database upon which these observations are based includes low temperature simulant experiments that were conducted by Theofanous et al.[10] to identify phenomena associated with melt coolability, as well as high temperature simulant experiments conducted at Sandia National Laboratories by Blose et al.[11,12] to investigate coolability with concurrent concrete erosion. In terms of reactor material testing, the COTELS,[13,14] MACE,[15,16] and OECD/MCCI programs[17-22] have been completed to investigate the mechanisms of coolability under prototypic MCCI conditions. The results obtained from both the simulant and reactor material test programs have been summarized by Farmer et al.[1]

In general, when an MCCI is flooded from above, the question of whether or not a significant amount of the thermal energy is initially removed will depend upon whether a stable crust is able to form that inhibits heat transfer from the melt to the water over layer. For a stable crust to form, two necessary conditions must be met:[3] (i) a thermal condition, viz., the melt/water interfacial temperature must fall below the corium freezing temperature, and (ii) a mechanical condition, viz., the incipient crust must be stable with respect to local mechanical loads imposed by the agitated melt. If either of these two conditions is violated, then stable crust formation is precluded. In this bulk cooling regime, efficient melt/water heat transfer occurs due to conduction
and, predominately, radiation heat transfer across the agitated (i.e., area enhanced) melt/water interface, in addition to entrainment of melt droplets into the water overlayer.

**Figure 1-1.** (a) Traditional View of CCI with Conduction-Limited Upper Crust at Melt-Water Interface; (b) CCI with Water Ingression and Melt Eruption Cooling Mechanisms.

**Table 1-1.** Summary of Coolability Mechanisms Observed in MACE Integral Tests.

<table>
<thead>
<tr>
<th>Mechanism</th>
<th>Description</th>
<th>Experimental Evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulk Cooling</td>
<td>Melt sparging rate is initially high enough to preclude stable crust formation at melt/water interface. As a result, high heat transfer rates occur due to conduction and, predominately, radiation across the agitated (area enhanced) interface. This phase is terminated when a stable crust forms.</td>
<td>High heat transfer rates measured during early phase of the melt-water interaction. Data indicates that a coherent crust cannot form; rather, crust segments are broken up and mixed into melt.</td>
</tr>
<tr>
<td>Melt Eruptions</td>
<td>Melt dispersal mechanism by which concrete decomposition gases carry melt through defects in the crust to the overlying coolant; the dispersed material is quenched in the form of particle beds and as high surface area volcanic formations.</td>
<td>Eruptions observed in tests conducted with all concrete types after incipient crust formation. The particle beds are characterized by high porosity and large particle size.</td>
</tr>
<tr>
<td>Water Ingression</td>
<td>Corium shrinkage from an initially molten to a fully quenched state amounts to ~ 18 vol%. This causes voids/defects to appear in the frozen material. Water penetrates down through the voids/defects, augmenting what would otherwise be a conduction-limited heat transfer process.</td>
<td>Melt/water heat flux far exceeds that which can be transferred by conduction across the (up to 10 cm) thick crusts formed during the tests. Posttest measurements indicate that crusts are permeable to gas and water flows.</td>
</tr>
<tr>
<td>Crust Breach</td>
<td>Due to water ingression, thick crusts will form and bond to the reactor cavity walls. These crusts will not be stable in the typical ~ 6 m span of most plants. Thus, they will periodically fail, leading to renewed cooling by the above three mechanisms.</td>
<td>Partial crust failure and relocation events observed in MACE integral effects tests. Various structural - mechanical analyses have shown that crusts will not be stable at reactor scale.</td>
</tr>
</tbody>
</table>

As bulk cooling heat transfer continues, the melt temperature gradually declines. As the downward heat transfer rate decreases, then melt sparging arising from concrete decomposition also decreases. Thus, a point will eventually be reached at which the thermal and mechanical thresholds for interfacial crust formation are both satisfied, and an insulating crust will form between the coherent melt zone and water layer. The physical configuration at this point consists
of an ongoing MCCI at reduced temperature with a crust atop the melt (Figure 1-1(a)). The crust will be characterized by some degree of porosity, or cracks, owing to the necessity of venting concrete decomposition gases.

After incipient crust formation, completion of the quench process can only be achieved if one of two conditions is met. The first condition is that the melt depth lies below the minimum depth at which decay heat can be removed via conduction heat transfer alone (~10 cm). This case is trivial, and is not addressed in further detail. The second condition is that water is able to penetrate into the debris by some mechanism to provide sufficient augmentation to the otherwise conduction-limited heat transfer process to remove the decay heat. Three potential mechanisms have been identified through experiments that provide pathways for water to penetrate the debris.

The first mechanism is water ingress through interconnected porosity or cracks (Figure 1-1(b)). This process relies on crack propagation through the material and, as such, is highly dependent upon the mechanical properties, since thermal stress drives this process. The second mechanism is particle bed formation through “volcanic” eruptions. In this case, concrete decomposition gases entrain melt droplets into the overlying coolant as they pass through the crust. The entrained droplets then solidify in the overlying coolant and accumulate as a porous particle bed atop the crust. The third mechanism is mechanical breach of a suspended crust. In particular, the thick crusts that form from water ingress could bond to the reactor cavity walls, eventually causing the melt to separate from the crust as the MCCI continues downward. However, this configuration is not expected to be mechanically stable due to the poor mechanical strength of the crust in comparison to the applied loads (i.e., the crust weight itself, plus the weights of the overlying water pool and the accumulating, dispersed material). Eventually the suspended crust will fail, leading to rapid ingress of water beneath the crust. This sudden introduction of water will provide a pathway for renewed debris cooling by the bulk cooling, water ingression, and melt eruption cooling mechanisms.

In terms of modeling, a correlation for predicting the melt/water heat transfer rate during bulk cooling have been developed, as well as a model for predicting the critical superficial gas velocity at which stable crust formation occurs, thereby terminating the bulk cooling phase. These models have been compared with MACE test data with favorable results. Thus, of the four cooling mechanisms that have been identified, bulk cooling is thought to be the best understood since models exist, and limited validation of the models against test data has been performed. The test data as well as the models are deemed to be directly applicable to the reactor case since the interaction is scale independent as long as the test section lateral dimension is several times the sparging gas bubble diameter. This condition was satisfied for all reactor material tests. Aside from coolant properties, the models are dependent upon the sparging rate, gas bubble diameter, melt/crust thermophysical properties as well as the crust fracture strength. Crust strength data has been obtained as part of the MACE and MCCI programs, and this database is fairly substantial. The heat transfer coefficient during bulk cooling is linearly proportional to the gas sparging rate. Therefore, the model is sensitive to system pressure since the melt sparging rate is inversely proportional to system pressure.

For the water ingress cooling mechanism, fundamental modeling has been underway for some time in the area of geological research. In particular, Lister developed a theory for the mechanism of penetration of water into hot rock by using the concept of a cracking front which
separates a convective region in cracked porous rock from the conductive boundary layer below it. The material in the conduction boundary layer cools, and as a result, builds up horizontal tensile stress as the resistance to creep rises. Cracks within the material then propagate when the tensile stress exceeds the overburden pressure, resulting in stable downward propagation of a pattern of sub-vertical (polygonal) cracks. Further cooling and shrinkage widens the cracks to the percolation of water, so that the effective bulk permeability is a strong function of crack spacing and temperature. Equations were developed for the bulk permeability based on the above modeling approach, which permits the evaluation of the dryout heat flux.\cite{24} This theory has been used to explain qualitative aspects of cooling of the earth’s mantle, in particular geological ridge crest heat-flow and seismic data. The attractive aspect of this modeling is that it provides a method for calculating the permeability based on the thermophysical properties (and temperatures) of the material involved, which includes the crust density, specific heat, thermal conductivity, linear expansion coefficient, fracture stress, Poisson’s ratio, and the elastic modulus, in addition to properties of the coolant.

In a more recent study, Epstein\cite{25} developed a purely thermal, steady state model of the water ingression process. Epstein then combined the thermal model with Lister’s description of the cracking front to obtain an approximate solution for the dryout heat flux, as well as the rate of downward solidification of the crust. Epstein found that the combined model is capable of predicting the field measurements obtained by watering of molten lava flow.\cite{26} Application of Epstein’s model to the case of MCCI indicates that corium solidification by water ingression is not possible if the permeability of corium is the same as water-cooled lava (rock). However, whether the creep and cracking behavior of corium is similar to rock can only be answered though well-controlled experiments on the solidification rate of corium under a layer of water.\cite{25} This was one of several technical justifications for the conduct of the SSWICS water ingression tests.\cite{20-22} As part of the analysis efforts supporting these tests, Lomperski and Farmer\cite{20-21} extended the Epstein model to remove some of the empirical assumptions and make the correlation applicable to a wider range of conditions that might be expected in a plant accident. In particular, a simple analytical solution was proposed for evaluating the material temperature at onset of cracking. In addition, methods were proposed for evaluating key material mechanical properties (i.e., Young’s modulus, tensile strength, and thermal expansion coefficient) as a function of melt composition. These considerations led to a correlation for the corium dryout heat flux with one empirical constant remaining, and this constant was adjusted to fit the SSWICS dryout heat flux data.\cite{21}

Motivated by the melt eruptions observed in the MACE Scoping Test, Bonnet and Seiler\cite{27} developed a parametric model of particle bed formation by means of melt entrainment during MCCI. In this model, melt dispersal is calculated by assuming that the melt entrainment rate is proportional to the gas volumetric flow rate times an entrainment coefficient. The entrained melt is assumed to accumulate on the upper surface of the crust in the form of a particle bed of specified porosity and particle diameter. The entrainment coefficient is an input parameter. Parametric calculations were performed with the model to determine if debris bed formation by the mechanism of melt entrainment is a viable means of achieving long term coolability. The results of the analysis indicated that transformation into a quenched debris bed could be achieved for entrainment coefficients as low as 0.1 to 0.01 % at atmospheric pressure. The entrainment process was found to be more efficient with concretes of higher gas content (since entrainment is proportional to gas release). The entrainment efficiency decreased with increasing system pressure (since gas volumetric flowrate from MCCI is inversely proportional to system pressure). The entrainment
coefficient was also found to be a sensitive input parameter. However, the initial melt temperature was found to have little effect on the entrainment process.

Aside from the reactor material experiments, the PERCOLA experiment program was carried out at the Commissariat à l’Energie Atomique (CEA) in Grenoble by Tourniaire et al.\textsuperscript{[28]} to provide fundamental insights into the eruption process under well-controlled experiment conditions. These tests utilized simulant materials with different viscosities to simulate the enrichment of corium with silica (SiO\textsubscript{2}) during core-concrete interaction. Based on these data, Tourniaire and Seiler\textsuperscript{[29]} developed models of liquid ejection for the single-phase extrusion (or ‘fountain’) and two phase jetting eruption mechanisms through a floating solid layer that represented the interfacial crust that forms during core-concrete interaction. They compared their solutions with the test results and found that the principal trends in the test data were reasonably reproduced by the models. The results of their work highlighted the importance of modeling the frictional pressure drop through the solid layer, and the influence of the pressure drop on the calculation of liquid ejection for viscous fluids.

Although the models of Tourniaire and Seiler\textsuperscript{[29]} provide a sound technical basis for evaluating the entrainment rate when freezing effects are absent, these models need to be extended to include the effects of melt solidification and gas flow through the permeable crust that develops at the interface between the melt pool and overlying coolant. Other needs are the ability to predict the diameter of the vent holes through the crust, and also the eruption hole site density within the crust.\textsuperscript{[29]} On this basis, Farmer\textsuperscript{[30]} extended these existing models to include melt solidification and gas flow effects through the crust that develops at the interface between the melt pool and overlying coolant during core-concrete interaction. These efforts led to analytical solutions for the active melt eruption hole site density, as well as the average eruption hole diameter. The modeling considered the thermal hydraulic flow, pressure drop, and freezing processes involved with melt ejections through a crust that is permeable to both gas and water flows. Although significant progress was made with this modeling effort, two-phase flow effects still need to be factored into that analysis to ensure a robust treatment.

The crust breach mechanism has been postulated to be a contributor to debris coolability under prototypic conditions. Sustained anchoring and separation of a crust from the melt is not expected in a plant accident due to the large lateral span of the drywell/pedestal regions of these structures (typically 6 meters). However, the MACE test results showed that intermittent or localized crust anchoring to the pedestal walls is plausible. The thick crusts that form from water ingress may have sufficient mechanical strength to bond to the pedestal walls and temporarily separate from the ongoing MCCI. The voided region that results could take the form of an annular ring, due to potential slumping of the suspended crust in the central region. This configuration is, however, not expected to be stable due to mechanical weakness of the crust\textsuperscript{[22]} coupled with the combined loads that consist of the crust weight plus the weights of the overlying water and particle bed. Eventually the suspended crust will fail, leading to rapid ingestion of water beneath the crust.

During a crust breach event, water will most likely flow down through the newly formed opening(s) and fill the intervening voided region. Depending upon the MCCI conditions at the time of breach, a renewed bulk cooling phase may occur. The introduction of water into the void will provide additional cooling of any crust material that remains attached to the pedestal sidewalls.
from the initial breach event. A crust will eventually form over the underlying MCCI zone. After incipient crust formation, the potential exists for water ingress and melt dispersal cooling mechanisms to be reactivated. If this process continues, the final debris configuration could consist of layers of particles/porous lava interspersed with layers of permeable crust in a configuration reminiscent of a honeycomb.

Modeling of crust bridging is considered to be fairly straightforward; i.e., the analysis consists of utilizing correlations for stress in a flat plate as a function of plate area, thickness, and the loading which consists of the weight of the crust itself, as well as the weights of the overlying water and particle beds.[4-5] Crust mechanical strength data from the tests[22] is the final model input required to determine the plate (viz. crust) thickness required to be mechanically stable in the reactor cavity. This analysis indicates that crust thicknesses in the range of 20 to 30 cm would need to form before anchoring with separation would occur in a typical 6 m cavity span. This thickness is of the same order as the melt depth calculated in some accident sequences. Thus, if the crust were to anchor at this point, the core-concrete interaction would be effectively terminated since the heat removal would be sufficient to freeze and stabilize a large melt depth. The primary benefit of the modeling in this area is that for most plant simulations, one can assume a floating crust boundary condition, which greatly simplifies the modeling approach.
2.0 MODELING DESCRIPTION

2.1 Summary of Modeling Approach

The original philosophy behind the development of CORQUENCH was to build a simple, modular, MCCI analysis tool that could readily be adapted to incorporate new melt/water heat models as they become available for comparison with experiments. However, as noted in Section 1, the code has been upgraded as part of the current work to include a multi-nodal analysis capability that can treat variations in core debris distributions arising from containment geometry effects, and/or the extent of core debris spreading following vessel breach. A detailed water inventory model has also been integrated into the multi-nodal analysis capability so that realistic evaluations of cavity flooding behavior can be performed.

Regarding the general approach for MCCI modeling behavior on a node-by-node basis, the code is capable of performing either a 1-D or simplified 2-D ablation calculation (2-D geometry can be selected to be either cylindrical or rectilinear, with average axial and radial ablation depths calculated). The MCCI conservation of energy equation includes the following energy source/sink terms: i) decay heat, ii) mass flux of melt from the failed reactor pressure vessel, iii) chemical reactions between metallic melt constituents Zr, Si, Cr, Fe (in sequence) and concrete decomposition gases H2O and CO2, iv) condensed phase chemical reactions between Zr and SiO2, v) downward (and sideward for 2-D case) heat transfer to concrete, including slag ingress into the melt, and vi) heat transfer to overlying atmosphere (wet or dry). The melt composition can range from fully metallic to fully oxidic; in all cases, the two phases are assumed to be well mixed (i.e., phase stratification is not modeled). The MCCI conservation of mass equations and thermophysical property subroutines consider most core and concrete metals and their corresponding oxides, so that a wide range of cases can be considered. Melt viscosity is calculated using the Andrade formula (see Nazare et al.\cite{31}) with a correction for SiO2 as developed by Shaw.\cite{32} Viscosity enhancement due to buildup of solids within the melt can be calculated using either the Ishii-Zuber\cite{33} or Kunitz\cite{34} models. Melt void fraction, which is relevant in determining the melt upper surface location as well as the location where the crust anchors to the test section sidewalls in experiments, can be evaluated from one of several different correlations; i.e., those due to Brockmann et al.,\cite{35} Wallis,\cite{36} and Kataoka and Ishii.\cite{37}

In terms of heat transfer at the melt/concrete interface, CORQUENCH incorporates a transient concrete ablation/decomposition model based on integral thermal boundary layer theory (Corradini\cite{38}). This model has been upgraded as part of this work to account for the effects of transient concrete heatup with simultaneous crust growth following initial melt contact with the concrete. The inclusion of a concrete dryout model is considered to be important in evaluating both the early and late phases of core-concrete interaction. In the early phase, transient crust formation can affect the timing of onset of ablation, while in the late phase, heat transfer to underlying concrete can fall to low levels as the decay heat decreases, and so conduction into the concrete behind the ablation front becomes important in determining the overall ablation rate and eventual core debris stabilization. The heat transfer coefficient at the melt/concrete interface can be selected from a variety of options, including: i) Bradley’s modification\cite{39} to the bubble agitation heat transfer model of Kutateladze and Malenkov\cite{40} ii) gas film models similar to those deployed in CORCON Mod3,\cite{41} and iii) the empirical correlations developed by Sevon\cite{42} on the basis of the CCI test results.
At the melt upper surface, radiant heat transfer to overlying structure is calculated when the cavity is dry. When water is present, bulk cooling and incipient crust formation are calculated using the models developed by Farmer et al.\cite{2,3} Following incipient crust formation, crust growth is calculated by solving a growth rate equation; the crust material composition is treated separately from the melt material composition, which is important in long-term calculations where significant mass may be frozen in the crust. The melt-side convective heat transfer coefficient is calculated using the correlation of Kutateladze and Malenkov.\cite{40} For the case in which the crust is treated as permeable to water ingression, then the crust dryout limit can be calculated using either a user-specified permeability, or the limit can be calculated with the Lomperski and Farmer model.\cite{20}

For situations in which water is present and a particle bed develops over the crust, the heat flux from the crust upper surface may be limited by the particle bed dryout limit. For this case, the dryout limit is calculated with the Lipinski correlation.\cite{43} The heat flux from the crust upper surface is checked during the calculation to ensure that it does not exceed the effective dryout limit. If this limit is exceeded, then the heat flux from the crust surface is capped at the dryout limit.

Aside from calculating crust growth under a variety of modeling assumptions, particle bed formation by the mechanism of melt eruptions is also evaluated. In order to incorporate the basic elements of this cooling mechanism in the current analysis, the modeling approach of Bonnet and Seiler is adopted;\cite{27} i.e., melt dispersal is calculated by assuming that the melt entrainment rate is proportional to the gas volumetric flowrate times an entrainment coefficient. Several options are provided for evaluating the melt entrainment coefficient: i) the user may specify the coefficient directly, ii) the entrainment coefficient can be calculated with the Ricou-Spalding model,\cite{44} or the coefficient can be evaluated using the model due to Farmer\cite{30} that also provides analytical solutions for the active melt eruption hole site density, as well as the average eruption hole diameter. Consistent with test observations, the dispersed melt is assumed to be rendered in the form of an accumulating particle bed (with specified particle diameter and porosity) on top of the crust. As noted earlier, the bed dryout heat flux limitation is evaluated with the Lipinski correlation.\cite{43}

The above methods provide a general framework for predicting simultaneous upper crust and particle bed growth rates during MCCI. However, the model has also been developed to mechanistically calculate the important experiment distortion of crust anchoring to the test section sidewalls, as well as the subsequent melt/crust separation phase that arises due to concrete densification upon melting. For a given cavity span, the minimum crust thickness required to be mechanically stable due to the combined weights of the overlying water pool, particle bed, and the crust itself is evaluated using a first-order plate strength equation from Roark and Young.\cite{45} During the calculation, the upper crust thickness is compared with that predicted from the Roark and Young equation. When the thickness exceeds the minimum required to be mechanically stable in the given test section configuration, the crust is assumed to attach to the test section sidewalls with the upper surface elevation fixed at the location at the time of anchoring. Thereafter, the voided melt upper surface location is tracked relative to the crust location so that the onset of gap formation can be predicted. When a gap does form, debris quenching by the mechanisms of crust water ingression and melt eruptions terminates, and there is a corresponding reduction in upwards heat transfer due to solidification (latent heat) processes. Moreover, a heat transfer resistance across the gap is introduced into the heat balance, which causes a further reduction in upwards heat
transfer. This methodology, although first order in nature, does allow the prediction of the crust anchoring time and location for comparison with test results such as those obtained in the MACE program.\[1,15,16\] Moreover, the model allows the prediction of the upwards heat flux both before and after separation. This allows the model to be more rigorously validated against test data, which increases the confidence level when the model is extrapolated to plant conditions.

The above summary was intended to highlight some of the key modeling features as well as shortcomings of the CORQUENCH model. More detailed information regarding the modeling approach is provided in the following sections that lay out the overall set of equations that are used to calculate the progression of the core-concrete interaction under both wet and dry cavity conditions on a node-by-node basis. Changes made to incorporate a multi-node analysis capability as well as the detailed water inventory model are outlined at the end of this section. Aside from these physical models, the code has been developed with a fairly extensive set of property subroutines; these are described in Appendix A. Validation calculations carried out with the code against a collection of experiments are documented in Appendix C.

2.2 Melt Zone Conservation of Mass and Energy Equations

The mass conservation and material property routines within CORQUENCH consider most of the major LWR core and concrete metals, as well as their corresponding oxide forms. The materials that are treated within the code are summarized in Table 2-1, while a sketch illustrating the overall modeling approach is provided in Figure 2-1. Fission products are not currently modeled as they normally constitute a fairly small volumetric fraction of the overall corium composition. Decay heat within the debris is of course modeled, but rather than tracking fission product decay chains as a means of evaluating the overall debris heating level, the code relies on a user-specified decay heat function that can be expressed in several different forms (see Section 3.0). The melt composition can range from fully metallic to fully oxidic. However, in all cases the two phases are assumed to be well mixed (i.e., phase stratification is not modeled).

The conservation of mass equation for the $i^{th}$ melt constituent is written in general form as:

$$
\dot{m}_i = A_i \left\{ \gamma_{i,H_2O} \dot{m}_{i,H_2O} + \gamma_{i,CO_2} \dot{m}_{i,CO_2} + \gamma_{i,SO_2} \dot{m}_{i,SO_2} - \langle \chi \rho \rangle_{i,j} \delta_i - \langle \chi \rho \rangle_{b,j} \delta_b 
\right. 
+ X_{con,j} \rho_{con} \eta_b - \chi_{m,i} m_{mt} 
\right\} 
+ A_t \left\{ \gamma_{t,H_2O} \dot{m}_{t,H_2O} + \gamma_{t,CO_2} \dot{m}_{t,CO_2} + \gamma_{t,SO_2} \dot{m}_{t,SO_2} 
\right. 
- \left( \langle \chi \rho \rangle_{s,j} \dot{\delta}_s + X_{con,j} \rho_{con} \eta_s \right) + m_{core} - X_c \chi_{m,j} \rho_{sol,m} \left( \delta_b + \delta_t \right) \eta_i - \langle \chi \rho \rangle_{s,j} A_c H_m 
\right\}
$$

(2-1)

where superscript ‘˙’ denotes a derivative with respect to time, subscripts $b$, $s$, and $t$ denote the basemat, sidewall, and top surfaces of the melt zone, respectively, subscripts $m$ and $con$ denote melt and concrete zones, subscript $sol$ denotes solid state, and:
Table 2-1. Summary of Concrete and Melt Constituents Treated in CORQUENCH4.1.

<table>
<thead>
<tr>
<th>Constituent</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Na₂O</td>
<td></td>
</tr>
<tr>
<td>TiO₂</td>
<td></td>
</tr>
<tr>
<td>SiO₂</td>
<td></td>
</tr>
<tr>
<td>CaO</td>
<td></td>
</tr>
<tr>
<td>MgO</td>
<td></td>
</tr>
<tr>
<td>Al₂O₃</td>
<td></td>
</tr>
<tr>
<td>FeO</td>
<td></td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td></td>
</tr>
<tr>
<td>Fe₃O₄</td>
<td></td>
</tr>
<tr>
<td>Fe</td>
<td></td>
</tr>
<tr>
<td>Cr</td>
<td></td>
</tr>
<tr>
<td>Ni</td>
<td></td>
</tr>
<tr>
<td>Zr</td>
<td></td>
</tr>
<tr>
<td>ZrO₂</td>
<td></td>
</tr>
<tr>
<td>B₂O₃</td>
<td></td>
</tr>
<tr>
<td>U</td>
<td></td>
</tr>
<tr>
<td>B₄C</td>
<td></td>
</tr>
<tr>
<td>Si</td>
<td></td>
</tr>
<tr>
<td>SiC</td>
<td></td>
</tr>
<tr>
<td>Cr₂O₃</td>
<td></td>
</tr>
<tr>
<td>NiO</td>
<td></td>
</tr>
<tr>
<td>UO₂</td>
<td></td>
</tr>
</tbody>
</table>

Concrete and/or Corium Constituents

Corium Constituents

Figure 2-1. Illustration of Simplified Modeling Approach (dry cavity conditions).
\[ m_i = \text{mass of } i\text{-th constituent present in melt zone}, \]
\[ A_b = \text{basemat axial surface area (assumed equal to top surface area),} \]
\[ A_s = \text{radial surface area of melt in contact with the concrete,} \]
\[ m_{H_2O} = \text{local mass flux of H}_2\text{O into melt from concrete ablation,} \]
\[ \gamma_{H_2O} = \text{factor relating the flux of H}_2\text{O into melt to the flux of metal consumed (or oxide created) due to oxidation reactions within the melt,} \]
\[ m_{CO_2} = \text{local mass flux of CO}_2 \text{ into melt from concrete ablation,} \]
\[ \gamma_{CO_2} = \text{factor relating the flux of CO}_2 \text{ into melt to the flux of metal consumed (or oxide created) due to oxidation reactions within the melt,} \]
\[ m_{SiO_2} = \text{local mass flux of SiO}_2 \text{ into melt from concrete erosion,} \]
\[ \gamma_{SiO_2} = \text{factor relating the flux of SiO}_2 \text{ into the melt to the flux of Zr consumed and SiO}_x \text{ produced due to condensed phase chemical reactions,} \]
\[ m_{ent} = \text{mass flux from the melt zone to the particle bed due to volcanic eruptions,} \]
\[ m_{core,i} = \text{mass flux of } i\text{-th melt constituent from the RPV into the melt zone,} \]
\[ \rho = \text{density,} \]
\[ \chi = \text{weight fraction,} \]
\[ \chi_C = \text{circumference around periphery of the concrete crucible,} \]
\[ A_C = \text{total planar area of sidewall crust material,} \]
\[ H_m = \text{rate of change of melt pool depth in contact with sidewall crust,} \]
\[ \delta = \text{crust depth, and} \]
\[ \eta = \text{concrete ablation depth.} \]

A melt zone conservation equation is solved for each of the 22 constituents shown in Table 2-1 (i.e., i=1, ..., 22).

The signs on the crust growth rates in Eq. 2-1 are taken as positive when the crusts are thickening, while the ablation rates are taken as positive when the progression is into the concrete. Specific expressions for the crust and ablation rates, as well as the gas mass flux from concrete decomposition and the flux due to melt eruptions, are developed later in this section. When a 1-D calculation is performed, the sidewall (subscript s) components in Eq. 2-1 are set to zero within the code. The functions \( \langle \chi \rho \rangle \) denotes the mass density of the \( i\text{-th} \) constituent that is being deposited in the crust from the melt when the crust is growing, or is being placed into the melt from the crust if the crust is remelting. Thus, this function is dependent upon the sign on \( \dot{\delta} \), and for the top crust can be expressed as:

\[
\langle \chi \rho \rangle_{t,t} = \begin{cases} 
\chi_{m,t} \rho_{m,t}; & \dot{\delta}_t > 0 \\
\chi_{cr,t} \rho_{cr,t}; & \dot{\delta}_t < 0
\end{cases} \quad (2-2)
\]
where subscript \( cr \) denotes the crust zone. Analogous expressions apply to the additional \( (\chi \rho) \) functions shown in Eq. 2-1 for the side and bottom crusts. CORQUENCH has been structured to solve separate conservation of mass equations for the crusts and the particle bed that develop during the course of the interaction. This step was taken so that material properties, such as the crust densities shown in Eq. 2-2, can be evaluated on the basis of the actual compositions, as opposed to assuming that the compositions are approximately equal to that of the melt. Thus, aside from the 22 simultaneous mass conservation equations for the melt, the code solves an additional 22 mass conservation equations for each of the top, bottom, and side crusts, as well as the particle bed over the melt. Equations for these additional mass conservation equations are provided later in this subsection after additional background is provided.

Given the solutions to Eq. 2-1 for each of the constituents shown in Table 2-1, then the total time-rate of change of the mass in the melt zone is calculated from:

\[
\dot{m} = \sum_{i=1}^{22} \dot{m}_i
\]  

(2-3)

Similarly, given the integrated mass of the melt pool constituents, then the total melt pool mass at any time is found through the expression:

\[
m = \sum_{i=1}^{22} m_i
\]  

(2-4)

As noted earlier, CORQUENCH performs either a 1-D or simplified 2-D cavity erosion analysis. For the 2-D case, four simple geometries are provided as user options. The first is an idealized cylindrical geometry in which the cavity is characterized by an initial circular basemat area of \( A_{b,o} \), and corresponding initial radius \( R_o = \sqrt{A_{b,o}/\pi} \). The second and third options are simple notch geometries like that employed in the CCI test series. In particular, for the second option the basemat is initially rectangular in shape, with two diametrically opposite walls that undergo ablation, while the other two walls are treated as adiabatic. The user specifies the length \( L \) between the two ablating walls and width \( W \) between the two adiabatic walls, and the initial basemat surface area is then calculated as \( A_{b,o} = L_o W \). The third option is identical to the second, but only one wall undergoes ablation while the other three are treated as adiabatic. The fourth option is a cylindrical annulus model with an inner surface of radius \( R_i \) that is treated as adiabatic. In this case the initial outer radius is given by \( R_o = \sqrt{A_{b,o}/\pi + R_i^2} \). For the assumed cavity geometry, the basemat surface area in Eq. 2-1 is then evaluated through the following equation:

\[
A_b = \begin{cases} 
\pi \left[ (R_o + \eta) \right]^2 - R_i^2, & \text{cylindrical geometries} \\
W(L_o + 2\eta_i), & \text{notch geometry with two ablatable walls} \\
W(L_o + \eta_i), & \text{notch geometry with one ablatable wall} 
\end{cases}
\]  

(2-5)

As noted earlier, the surface area at the top of the melt pool is assumed to be identical to the basemat surface area in this simplified scheme (i.e., \( A_t = A_b \)).

Given the initial basemat surface area \( A_{b,o} \) for the 1-D case, or the time-dependent basemat area from Eq. 2-5 for the 2-D case, then the voided melt height in the crucible is found from:
\[ H_{m,v} = \frac{m}{\rho_m A_b (1 - \alpha)} \]  

(2-6)

where \( \alpha \) is the melt void fraction (correlations are provided later in this section). With this result, the concrete sidewall surface area in contact with the melt is calculated from:

\[
A_s = \begin{cases} 
2\pi(R_o + \eta_s)H_{m,v}, & \text{cylindrical geometries} \\
2WH_{m,v} & \text{notch geometries}
\end{cases}
\]  

(2-7)

With the above description of the idealized 2-D cavity geometry models, it is now possible to explain the last two terms on the right hand side of Eq. 2-1; i.e., \( \chi \rho \) and \( \chi \rho \) accounts for the extra crust area that is created as the cavity erodes laterally outwards. In a true 2-D cavity erosion model in which the local crust depth is calculated as a continuum around the full periphery of the melt surface in contact with concrete, this term would not be required. However, it is required in this simplified model in order to properly conserve mass. For the cylindrical cavity models, the circumferential distance around the cavity periphery in contact with melt is \( \chi \rho \). For situations in which crust growth is calculated on the side surface of the melt pool, the term \( \chi \rho \) similarly accounts for the sidewall crust mass that is created (or consumed) as the melt depth increases (or decreases). The rate of change of the melt depth is calculated through the following expression:

\[
\frac{\dot{H}_m}{\rho_{\text{core}}} = \frac{\left(1 - \chi_{\text{con,g}} \right) \rho_{\text{con}} \eta_b}{\rho_{\text{slag}} \rho_{\text{core}} A_b} \left( \delta_b + \delta_t + \dot{j}_m \right)
\]  

(2-8)

where:

\( \chi_{\text{con,g}} \) = combined mass fraction of H\textsubscript{2}O and CO\textsubscript{2} in concrete,

\( \rho_{\text{slag}} \) = density of concrete slag formed upon decomposition of concrete,

\( \rho_{\text{core}} \) = total mass pour rate from the RPV into the melt zone,

\( \rho_{\text{core}} \) = density of melt issuing from the RPV, and

\( \dot{j}_m \) = superficial gas velocity of melt entrained from pool due to eruptions.

Equation 2-8 is an approximate expression that neglects the influence of oxidation reactions and melt void fraction on the rate of change of melt depth in the cavity. Finally, the planar area \( A_C \) of the sidewall crust material in this mass transfer term is calculated through:

\[
A_C = \begin{cases} 
\pi \left( \left( R_o + \eta_s \right)^2 - (R_o + \eta_s - \delta_t)^2 \right) & \text{cylindrical geometries} \\
2W\delta_t & \text{notch geometries}
\end{cases}
\]  

(2-9)

With the above explanations, then the conservation of mass equation for the \( i \)\textsuperscript{th} corium constituent in the solidified bottom crust is found from:
From this equation, it is clear that the bulk (i.e., homogenized) composition of the crust is tracked, but the spatial variation of the composition that would arise due to variations in melt composition as the crust forms is not. The integrated conservation of mass equation for the crust is thus:

\[
m_b = \sum_{i=1}^{22} m_{b,i}
\]  

(2-11)

Finally, given the rate equations for the crust constituents, the total mass of the bottom crust is found through the summation:

\[
m_b = \sum_{i=1}^{22} m_{b,i}
\]  

(2-12)

The analogous conservation equations for the constituents in the top and side crusts are:

\[
m_{i,i} = A_i (\chi_i)_{b,i} \delta_i + X_{C} \rho_{sol,m} X_{m,i} \delta_i \eta_i
\]

(2-13)

\[
m_{s,i} = A_s (\chi_i)_{s,i} \delta_s + (\chi_i)_{s,i} A_{C} H_{m}
\]

(2-14)

The integrated conservation of mass equations for the top and side crusts are identical in form to those given in Eqs. 2-11 and 2-12. For completeness, the final set of equations describing the mass evolution in the particle bed that forms above the top crust due to melt eruptions are:

\[
m_{bed,i} = A_i (\chi_{m,i})_{ent} m_{ent}
\]

(2-15)

\[
m_{bed} = A_i m_{ent}
\]

(2-16)

\[
m_{bed} = \sum_{i=1}^{22} m_{bed,i}
\]

(2-17)

As previously noted, models for \( \delta_{b} \), \( \delta_{s} \), \( \delta_{t} \), \( \eta_{s} \), and \( m_{ent} \) are provided later in this section.

Returning to the melt conservation of mass equation, the formulation accounts for mass transfer mechanisms within the melt due to oxidation reactions between metallic melt constituents and the sparging concrete decomposition gases H2O and CO2, as well as condensed phase chemical reactions between unoxidized Zr cladding and SiO2 introduced into the melt from concrete erosion. The chemical reactions that are currently modeled are summarized in Table 2-2. (Note that M in this table denotes the molecular weight of the subscripted metal or oxide). This table also provides the definitions of the various stoichiometric conversion factors (\( \gamma \)) that are required to relate the mass flux of oxidizing agents into the melt from concrete erosion to the rate of metal consumption (as well as the rate of oxide formation) by these reactions. For the gas phase reactions, a hierarchical oxidation scheme is employed in which Zr is assumed to oxidize first, followed by Si, Cr, and finally Fe. The condensed phase reaction between Zr and SiO2 is assumed to proceed in parallel with the gas phase reactions, if the user invokes this modeling assumption.

Both the gas and condensed phase chemical reactions are assumed to be limited by the mass transfer rate of oxidizing agents (i.e., H2O, CO2, and SiO2) brought into the melt from
concrete erosion. However, the code does check at each timestep to see if the reaction rate could be limited by the amount of metal present in the melt. This type of situation can develop, for instance, when the basemat contains a modest amount of reinforcing bar. In this case, iron could be ablated into the melt at a rate less than the amount that could be consumed by the oxidation gases produced by concrete erosion. The code checks at each timestep to see if this is the case and, if so, the reaction fraction for the chemical reaction is set equal to the value that would result in complete oxidation of the metal brought into the melt at each timestep. These reaction fractions, which range from 0 to 1, are denoted as $F_{Zr}$, $F_{Si}$, $F_{Cr}$, $F_{Fe}$, and $F_{cond}$ in Table 2-2.

Table 2-2. Summary of Hierarchical Oxidation Scheme Assumed in CORQUENCH4.1.

<table>
<thead>
<tr>
<th>Constituents</th>
<th>$\gamma_i^{H_2O}$</th>
<th>$\gamma_i^{CO_2}$</th>
<th>$\gamma_i^{SiO_2}$</th>
<th>Oxidation Reactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i = Zr$</td>
<td>$- \frac{F_{Zr} M_{Zr}}{2 M_{H_2O}}$</td>
<td>$- \frac{F_{Zr} M_{Zr}}{2 M_{CO_2}}$</td>
<td>$- \frac{F_{cond}(1 + F_{Si}) M_{Zr}}{2 M_{SiO_2}}$</td>
<td>$Zr + 2H_2O \rightarrow ZrO_2 + 2H_2$ $Zr + 2CO_2 \rightarrow ZrO_2 + 2CO$</td>
</tr>
<tr>
<td>$i = ZrO_2$</td>
<td>$\frac{F_{Zr} M_{ZrO_2}}{2 M_{H_2O}}$</td>
<td>$\frac{F_{Zr} M_{ZrO_2}}{2 M_{CO_2}}$</td>
<td>$\frac{F_{cond}(1 + F_{Si}) M_{ZrO_2}}{2 M_{SiO_2}}$</td>
<td>See $i = Si$ and $i = SiO_2$ below for condensed phase chemical reaction definitions</td>
</tr>
<tr>
<td>$i = Cr$</td>
<td>$2 \frac{F_{Cr} M_{Cr}}{3 M_{H_2O}}$</td>
<td>$2 \frac{F_{Cr} M_{Cr}}{3 M_{CO_2}}$</td>
<td>0</td>
<td>$2Cr + 3H_2O \rightarrow Cr_2O_3 + 3H_2$ $2Cr + 3CO_2 \rightarrow Cr_2O_3 + 3CO$</td>
</tr>
<tr>
<td>$i = Cr_2O_3$</td>
<td>$\frac{F_{Cr} M_{CrO_2}}{3 M_{H_2O}}$</td>
<td>$\frac{F_{Cr} M_{CrO_2}}{3 M_{CO_2}}$</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$i = Fe$</td>
<td>$\frac{F_{Fe} M_{Fe}}{M_{H_2O}}$</td>
<td>$\frac{F_{Fe} M_{Fe}}{M_{CO_2}}$</td>
<td>0</td>
<td>$Fe + H_2O \rightarrow FeO + H_2$ $Fe + CO_2 \rightarrow FeO + CO$</td>
</tr>
<tr>
<td>$i = FeO$</td>
<td>$\frac{F_{Fe} M_{FeO}}{M_{H_2O}}$</td>
<td>$\frac{F_{Fe} M_{FeO}}{M_{CO_2}}$</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$i = Si$</td>
<td>$- \frac{F_{Si} M_{Si}}{2 M_{H_2O}}$</td>
<td>$- \frac{F_{Si} M_{Si}}{2 M_{CO_2}}$</td>
<td>$\frac{F_{cond} F_{Si} M_{Si}}{2 M_{SiO_2}}$</td>
<td>Gas phase: $Si + 2H_2O \rightarrow SiO_2 + 2H_2$ $Si + 2CO_2 \rightarrow SiO_2 + 2CO$</td>
</tr>
<tr>
<td>$i = SiO_2$</td>
<td>$\frac{F_{Si} M_{SiO_2}}{2 M_{H_2O}}$</td>
<td>$\frac{F_{Si} M_{SiO_2}}{2 M_{CO_2}}$</td>
<td>- $F_{cond}$</td>
<td>Condensed Phase: For $T_m &lt; 2784$ K, $F_{Si}=1$ and: $Zr + SiO_2 \rightarrow ZrO_2 + Si(l)$ For $T_m &gt; 2784$ K, $F_{Si}=0$ and: $Zr + 2SiO_2 \rightarrow ZrO_2 + 2SiO_2(g)$</td>
</tr>
</tbody>
</table>

*If condensed phase chemical reactions are modeled and Zr is present either in the melt or the concrete, then the parameter $F_{cond}$ is set equal to one by the code. Otherwise, $F_{cond}$ is set to zero to turn off this modeling option.

Finally, analysis of the Gibbs free energy for potential Zr-SiO$_2$ reactions indicates that the reaction $Zr+SiO_2 \rightarrow ZrO_2 + Si(l)$ is preferred when the melt temperature is $< 2784$ K, while the reaction $Zr+2SiO_2 \rightarrow ZrO_2 + 2SiO_2(g)$ is preferred when the temperature is above this value. As shown in Table 2-2, the stoichiometric constants within the code are set according to this temperature in order to yield the appropriate chemical reaction. When the temperature is above 2784 K, the SiO is assumed to be liberated from the system as a gas.

The melt zone conservation of energy equation includes the usual list of energy source/sink terms, including decay heat, energy flux of melt from the failed reactor pressure vessel, chemical
reactions, downward (and sideward for 2-D case) heat transfer to concrete, including heat addition due to slag ingress into the melt, and heat transfer to overlying atmosphere (wet or dry). Specifically, the conservation of energy equation is of the form:

\[
e = \frac{1}{m} \left\{ -m \dot{e} + \chi_{m,UO_2} m \dot{q}_{dec} - A_h \dot{T}_T (T_m - T_T) - A_b \dot{T}_h (T_m - T_b) - A_s \dot{T}_s (T_m - T_s) \right. \\
+ E_{H_2O} \left( A_b m_{H_2O} + A_s m_{H_2O} \right) + E_{CO_2} \left( A_b m_{CO_2} + A_s m_{CO_2} \right) \\
+ E_{SiO_2} \left( A_b m_{SiO_2} + A_s m_{SiO_2} \right) + (1 - \chi_{con,d}) \varrho_{con,d} \dot{e}_{con,d} \left( A_b \dot{e}_b + A_s \dot{e}_s \right) \\
- A_b \left( \langle \rho e \rangle_b \delta_e + \langle \rho e \rangle_i \delta_i \right) - A_s \langle \rho e \rangle_s \delta_s - X_C \varrho_{sol,m} e \dot{e}_{con} \left( \delta_b + \delta_i \right) \\
- \left\langle \rho e \right\rangle_s A \varrho_{m} H_{m} - A_h \varrho_{m} \dot{e} + m_{core} \dot{e}_{core} \right\} \\
\]

where:

- \( e \) = melt zone specific enthalpy (J/kg),
- \( e_{core} \) = specific enthalpy of corium draining from the reactor vessel,
- \( e_{con,d} \) = concrete specific enthalpy at the decomposition temperature,
- \( T_m \) = melt temperature,
- \( E_{H_2O} \) = reaction heat for metals that are undergoing oxidation by H2O,
- \( E_{CO_2} \) = reaction heat for metals that are undergoing oxidation by CO2,
- \( E_{SiO_2} \) = reaction heat for Zr metal undergoing oxidation by SiO2,
- \( q_{dec} \) = melt decay heat level (expressed as W/kg fuel), and
- \( h \) = interfacial heat transfer coefficient.

The melt zone boundary temperatures \( T_T, T_s, \) and \( T_b \) in Eq. 2-18 are functions of the particular heat transfer modeling assumption that is made at a surface, and whether or not a crust is present at that interface. Specifications for these temperatures are provided in Sections 2.3 to 2.5, while models for the interfacial heat transfer coefficients \( h_s, h_b, \) and \( h_b \) are provided in Sections 2.4 to 2.6. Similar to the definition of \( \langle \chi_{rho} \rangle \) in Eq. 2-1, the functions \( \langle \rho e \rangle \) in Eq. 2-18 denote the enthalpy per unit volume of the material that is deposited in the crust from the melt when the crust is growing, or is being placed back into the melt from the crust if the crust is remelting; e.g.,

\[
\langle \rho e \rangle = \begin{cases} 
\varrho_{sol,m} e(T_m); & \delta_i > 0 \\
\varrho_{t,cr} e(T_{i,cr}); & \delta_i < 0 
\end{cases}
\]

where \( e_{t,cr}(T_{i,cr}) \) is the specific enthalpy of the top crust material evaluated at the crust freezing temperature. Analogous expressions apply to the additional \( \langle \rho e \rangle \) functions shown in Eq. 2-18 for the side and bottom crusts.
Finally, definitions for the conversion factors relating the mass flux of oxidizing agents into the pool to the heat liberated through chemical reactions with metallic melt constituents are provided in Table 2-3. The reaction heats (i.e., $q_i^j$ variables in Table 2-3) have been expressed in units of MJ/kg metal reacted, and are shown graphically in Figure 2-2. These data have been computed for the various chemical reactions based on heat of formation data found in the JANAF Thermochemical Tables. [46]

**Figure 2-2.** Reaction Heats vs. Temperature for Gas- and Condensed-Phase Chemical Reactions (reaction heats defined as positive for exothermic reactions).

**Table 2-3.** Summary of Conversion Factors for Evaluating Chemical Reaction Heat Due to Metals Oxidation in the Melt.

<table>
<thead>
<tr>
<th>Constituents</th>
<th>$E_{H_2O}$</th>
<th>$E_{CO_2}$</th>
<th>$E_{SiO_2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i = Zr$</td>
<td>$F_{Zr}M_{Zr}q_{H_2O}^{Zr}$</td>
<td>$F_{Zr}M_{Zr}q_{CO_2}^{Zr}$</td>
<td>$F_{cond}M_{Zr}\left(\frac{M_{Si}q_{Si}^{SiO_2}+(1-F_{Si})q_{Si}^{SiO_2\rightarrow SiO}}{M_{SiO_2}}\right)$</td>
</tr>
<tr>
<td>$i = Si$</td>
<td>$F_{Si}M_{Si}q_{H_2O}^{Si}$</td>
<td>$F_{Si}M_{Si}q_{CO_2}^{Si}$</td>
<td>0</td>
</tr>
<tr>
<td>$i = Cr$</td>
<td>$2F_{Cr}M_{Cr}q_{H_2O}^{Cr}$</td>
<td>$2F_{Cr}M_{Cr}q_{CO_2}^{Cr}$</td>
<td>0</td>
</tr>
<tr>
<td>$i = Fe$</td>
<td>$F_{Fe}M_{Fe}q_{H_2O}^{Fe}$</td>
<td>$F_{Fe}M_{Fe}q_{CO_2}^{Fe}$</td>
<td>0</td>
</tr>
</tbody>
</table>

Eqs. 2-1 through 2-4 and 2-18 constitutes the basic models that are used to calculate the evolution of the melt pool temperature and composition during the course of the core-concrete
interaction. The balance of the information provided in this section addresses the interfacial heat and mass transfer models that are currently employed in the code, as well as constitutive relationships that support the overall computational approach.

2.3 Concrete Ablation Modeling

When corium first comes into contact with concrete, there is a natural tendency for an insulating crust to form on the cold surface. However, continued heat transfer across the crust will eventually warm the underlying concrete, and the heat sink provided by this material will be reduced to the point at which the crust may begin to remelt. Moreover, continued heat transfer to the concrete will lead to the production of decomposition gases H$_2$O and CO$_2$. As they expand, these gases will exert a mechanical force on the crust as they pass through or around the crust material. As the crust thins, a point may be reached at which the crust will no longer be mechanically stable under the combined loads applied by the melt and the expanding gases. The crust would then fail, providing the opportunity for melt to directly contact the concrete surface. At this point the system would evolve into a new state in which the ablation rate is expected to increase as a result of removing the thermal resistance provided by the crust. The CCI test results$^{[47-49]}$ have shown that crusts can fail locally, which leads to a rapid period of ablation on the newly exposed concrete surface(s). Variations in the duration and location of these crust failure events led to initial asymmetries in the ablation behavior, and these asymmetries made it difficult to interpret the long-term radial-axial power split over the relatively short duration of the tests. Thus, as part of CORQUENCH development, models have been developed for calculating this transient crusting behavior in order to aid in the interpretation of the test results, as well as providing a better understanding of the progression of core-concrete interactions in general.

In terms of the modeling approach, CORQUENCH is formulated as an initial value problem in which simply cavity geometries are assumed, and the axial and radial ablation behaviors are calculated while maintaining these same basic cavity configurations (see Section 2.2). Thus, the coupled partial differential equations that govern the local crust growth and concrete temperature evolution in a given direction are first reduced to an initial value problem using boundary layer theory. These equations are then numerically integrated along with the other equations describing the core-concrete interaction that are described elsewhere in this section, thereby yielding an approximate, but coupled, solution. In order to guide the model development, the following requirements were established:

1) The heat sink provided by cold concrete drives crust growth, and so heat conduction into concrete needs to be modeled.

2) Relatively thick crusts may initially form, and so decay heat in the crust needs to be included so that the resultant models can be extrapolated to plant conditions.

3) Freezing temperatures are a strong function of composition, and so the crust composition needs to be tracked separately from the melt composition.

4) Localized crust failure has been observed in tests, and so the modeling needs to be able to simulate situations in which the crust fails locally, while crust(s) continue to protect other surfaces in contact with the melt.
With these requirements, the second step was to establish a logical progression for the crusting behavior to further guide model development. The logic flow diagram used in the code is provided in Figure 2-3. The system evolution is described in four distinct phases. These phases are outlined immediately below, while the models for each phase are described in the balance of this section.

**Phase 1: Initial melt contact with concrete**
Transient crust growth driven by heat transfer into concrete. Concrete surface temperature is < concrete decomposition temperature, and so there is no ablation.

**Phase 2a: Ablation with simultaneous crust formation, crust allows slag to drain through**
Continued crust evolution, but concrete-crust interface temperature is the concrete decomposition temperature.

**Phase 2b: Ablation with simultaneous crust formation, slag remains as layer beneath crust**
Continued crust evolution, but slag layer grows between the concrete and crust; concrete surface temperature is the decomposition temperature.

**Phase 3: Crust fails**
Crust fails either by a mechanical mechanism, or by remelting.

**Phase 4: Long-term interaction with melt pool in direct contact with concrete**

![Figure 2-3. Assumed Phenomenological States and Flow Diagram Governing Crust Progression Modeling.](image)

The first phase is the initial melt contact with the concrete. In this case, transient crust growth is driven by conduction heat transfer into concrete, and the rate of growth is slowed by convective heat transfer from the melt to the crust/melt interface. The crust/concrete interface temperature is less than the concrete decomposition (ablation) temperature, and so there is no ablation. For situations in which the initial crust/concrete contact temperature is above the concrete decomposition temperature, the corresponding high rate of gas release from the concrete is assumed to mechanically fail the crust. In this case, the calculation is initiated in Phase 4: melt pool in direct contact with concrete. This type of situation can arise for plant scenarios in which very high temperature core melt from the vessel initially contacts the concrete surface.

Once the concrete surface temperature rises to the ablation temperature, the second phase of the process is initiated in which ablation of the underlying substrate occurs. This constitutes a branch point in the modeling, depending upon whether or not the crust is assumed to be porous or impervious with respect to the slag that is produced by the ablation process. The branch denoted 2a is that in which the crust is assumed to be porous, thereby allowing slag (and concrete decomposition gases) to drain through the material into the adjacent melt. During this phase, there is continued crust evolution, but the concrete-crust interface temperature is fixed at the concrete decomposition temperature. In the second branch denoted 2b, there is ablation with simultaneous crust formation, but the slag is retained as a growing liquid film beneath the crust, and this film constitutes an additional heat transfer resistance to the underlying concrete. In this case, there is
also continued ablation with the concrete/film interface temperature fixed at the concrete decomposition temperature.

The third phase of the interaction constitutes the crust failure point. Here, modeling criteria need to be established for how and why the crust fails. A rudimentary model based on a mechanical strength argument is proposed as part of this work. User options are also provided to cover situations in which the crust fails at a specified time or thickness.

Finally, following failure, phase four of the interaction is initiated wherein long-term ablation occurs with no crust present at the core/concrete interface; i.e., the ablation is driven by convection from the melt directly to the concrete surface.

To provide flexibility, CORQUENCH offers three options for calculating the concrete heatup and ablation sequence outlined in Figure 2-3. These options are summarized as follows:

1) A traditional quasi-steady ablation model in which conduction heat transfer into the concrete behind the ablation front, as well as the initial surface temperature rise to the ablation point, are neglected (i.e., the calculation is initiated in Phase 4),

2) A dryout model in which conduction into the concrete is taken into account, but the early transient surface heatup phase is neglected (i.e., the calculation is also initiated in Phase 4, but with a more mechanistic concrete ablation model), and

3) A complete transient dryout model that accounts for both conduction into the concrete and the initial concrete heatup phase, along with interfacial corium crust growth (i.e., Phases 1-4 are calculated, based on user-supplied modeling options).

Descriptions of the modeling approaches for these three cases are provided sequentially below.

2.3.1 Quasi-Steady Concrete Ablation Model

As noted, this case corresponds to the situation in which conduction into the concrete behind the ablation front is neglected, so that the concrete latent heat of fusion, as well as the sensible heat required to raise the concrete to the ablation temperature, are lumped into an effective decomposition enthalpy that is used to relate the heat flux to the local ablation rate. Due to the low thermal conductivity of concrete, this is the traditional modeling approach employed in many system-level codes. For this case, the downward axial concrete erosion rate is evaluated through an equation of the form:

\[ \eta_b = \frac{h_b(T_m - T_{de})}{\rho_{con} \epsilon_{con,d}} \]  

(2-20)

With this relationship, the mass flux of CO\(_2\) and H\(_2\)O gases and SiO\(_2\) liquid into the melt from basemat erosion can be calculated through the following expressions:

\[ m_{b,CO_2} = \chi_{con,CO_2} \rho_{con} \eta_b \]  

(2-22)

\[ m_{b,SiO_2} = \chi_{con,SiO_2} \rho_{con} \eta_b \]  

(2-23)
These quantities are required to calculate the oxidation reaction rates in Eqs. 2-1 and 2-18. Note that an analogous set of equations apply for calculating the sidewall ablation rate as well as gas and silica release rates into the melt when the 2-D modeling options are selected.

2.3.2 Fully Developed Concrete Dryout Model

This modeling option corresponds to the situation in which conduction heat transfer into the concrete is factored into the analysis, but the early transient surface heatup phase is neglected so that the calculation begins in Phase 4. The physical situation and nomenclature are shown in Figure 2-4. For the purposes of this work, the concrete is modeled assuming constant thermophysical properties, which includes the thermal conductivity, density, and specific heat. Thus enthalpy changes associated with the dryout of free and bound water, as well as the carbonates that release CO\textsubscript{2} upon decomposition, are all lumped into an effective average specific heat for the concrete. If the concept of a thermal boundary layer thickness \( \xi \) in the concrete sidewall behind the ablation front is employed, then the thermal response in this layer satisfies the transient one-dimensional heat conduction equation; i.e.,

\[
\rho_{\text{con}} c_{\text{con}} \frac{dT}{dt} = k_{\text{con}} \frac{d^2T}{dx^2},
\]

This equation is subject to the boundary conditions:

\[
T(x = \eta_s) = T_{dc}
\]

\[
T(x = \eta_s + \xi_s) = T_c
\]

\[
\left. \frac{dT}{dx} \right|_{x=\eta_s+\xi_s} = 0
\]

In addition, the following energy balance must be satisfied at the core-concrete interface:

\[
\rho_{\text{con}} \Delta e_{\text{con}} \eta_s = k_{\text{con}} \frac{dT}{dx} \bigg|_{x=\eta_s} + h_s (T_m - T_{dc})
\]

Assuming a parabolic temperature profile in the concrete, then boundary layer theory can be used to derive the following simultaneous set of equations for the concrete erosion and thermal boundary layer depths:

\[
\rho_{\text{con}} \Delta e_{\text{con}} \eta_s = h_s (T_m - T_{dc}) - 2k_{\text{con}} \frac{(T_{dc} - T_s)}{\xi_s}
\]

\[
\dot{\xi}_s = 6 \frac{\alpha_{\text{con}}}{\xi_s^3} - 3 \dot{\eta}_s
\]

where:

- \( \Delta e_{\text{con}} \) = concrete heat of fusion,
- \( \alpha_{\text{con}} \) = concrete thermal diffusivity = \( k_{\text{con}} / (\rho_{\text{con}} c_{\text{con}}) \),
- \( k_{\text{con}} \) = concrete thermal conductivity, and
- \( c_{\text{con}} \) = concrete effective specific heat.

To numerically initialize the boundary layer calculation, a physically plausible but non-zero value for the thermal boundary layer depth \( \xi_s \) must be specified. For the purposes of this
analysis, this thickness is deduced by equating the ablation rate computed from the dryout model (viz. Eq. 2-29) to that calculated from the quasi-steady model (viz. Eq. 2-20) at time $t=0$, and solving for the boundary layer depth. These efforts yield:

$$
\xi_s(t = 0) = 2k_{\text{con}} \Delta e_{\text{con}} \left( \frac{1}{c_{\text{con}}} + \frac{(T_{dc} - T_o)}{\Delta e_{\text{con}}} \right) h_s(T_m - T_{dc})
$$

(2-31)

This equation is used to establish the initial condition on Eq. 2-30 at the start of the calculation.

Figure 2-4. Illustration of Physical Situation During Phase 4 Interaction.

As noted above, the current model does not attempt to calculate the progression of the discrete enthalpy changes within the concrete that are associated with the decomposition of hydroxides and carbonates, resulting in gas release. However, given the assumed parabolic temperature profile in the boundary layer, the propagation rate of the isotherms at which these decomposition reactions occur can be tracked. These velocities are then used to calculate the mass flux of CO₂ and H₂O from the concrete. In particular, given the Eulerian coordinate system depicted in Figure 2-4, the location of a prescribed temperature $T_j$ (with $T_o < T_j < T_{dc}$) in the concrete sidewall can be expressed as:

$$
\Omega_{s,j} = \eta_s + \beta_j \xi_s
$$

(2-32)

with:

$$
\beta_j = 1 - \frac{T_j - T_o}{T_{dc} - T_o}
$$

(2-33)

The isotherm propagation rate is then readily deduced from Eq. 2-32 as:

$$
\dot{\Omega}_{s,j} = \dot{\eta}_s + \dot{\beta}_j \xi_s
$$

(2-34)

As currently formulated, there are four ($j=4$) isotherms that are tracked in order to evaluate the gas release: i) free water, ii) water bound in the form of calcium hydroxide $[\text{Ca(OH)}_2]$, and CO₂ bound in the form of iii) calcium carbonate $[\text{CaCO}_3]$ and iv) dolomite $[\text{MgCa(CO}_3)_2]$.

1 Decomposition points are specified as part of code input; see Section 3.0. Typical data are: i) free water: saturation temperature; ii) calcium hydroxide: 785 K, iii) calcium carbonate: 1098 K; and iv) dolomite: 1172 K.
\[ m_{s, H_2O} = \rho_{\text{con}} \left( \chi_{\text{con}, H_2O} \dot{\Omega}_{s, H_2O} + \frac{\chi_{\text{con}, Ca(OH)_2} M_{H_2O} \dot{\Omega}_{s, Ca(OH)_2}}{M_{Ca(OH)_2}} \right) \]  

\[ m_{s, CO_2} = \rho_{\text{con}} \left( \frac{\chi_{\text{con}, CaCO_3} M_{CO_2} \dot{\Omega}_{s, CaCO_3}}{M_{CaCO_3}} + \frac{2\chi_{\text{con}, MgCa(CO_3)_2} M_{CO_2} \dot{\Omega}_{s, MgCa(CO_3)_2}}{M_{MgCa(CO_3)_2}} \right) \]

As a reminder, \( M \) denotes molecular weight in the above and the \( \chi \) parameters denote the weight fraction of the (subscripted) compounds within the concrete. Since silica is assumed to be released at the ablation temperature, then the mass flux of this compound into the melt is given by:

\[ \dot{m}_{s, SiO_2} = \chi_{\text{con}, SiO_2} \rho_{\text{con}} \eta_s \]

This equation is identical to that used for the quasi-steady ablation model (i.e., Eq. 2-23).

Equations 2-29, 2-30, and 2-33 through 2-37 constitute the simplified concrete dryout initial value problem that is integrated in conjunction with Eqs. 2-1 and 2-18 to determine the ablation and thermal boundary layer depths in the concrete sidewall, along with the flux of oxidizing agents into the melt that control the metal oxidation rates. Analogous equations apply to the basemat axial erosion case.

### 2.3.3 Transient Concrete Dryout Model

This section summarizes key aspects of the full transient model that accounts for conduction into the concrete, including the initial surface heatup phase, along with a model for the growth and eventual failure of an interfacial corium crust. This particular model is intended to capture (at least to first order) all phases of the interaction outlined in Figure 2-3.

A sketch outlining the physical situation soon after initial melt contact with the concrete sidewall is provided in Figure 2-5. For this study, quasi-steady heat transfer in the crust is assumed. Additionally, the volumetric decay heat in the crust, \( Q_{s,c} \) (W/m³), is assumed to be distributed uniformly. Finally, the assumption of constant thermo-physical properties used above is retained in this analysis. With these assumptions and the nomenclature depicted in Figure 2-5, the differential equation and boundary conditions governing heat transfer across the crust during Phase 1 of the interaction are given as:

\[ k_{s,c} \frac{d^2 T}{dx^2} = -Q_{s,c} \]

\[ T(x = 0) = T_{s,l} \]

\[ T(x = -\delta_s) = T_{s,frz} \]

---

\(^2\)As part of code input (see Section 3.0), the concrete free water, bound water, CO₂, CaO, and MgO contents are specified. With this data, the corresponding amounts of Ca(OH)_2, CaCO_3, and MgCa(CO_3)_2 present in the concrete are then calculated for use in Eqs. 2-35 and 2-36. This frees the user of this tedious task.
where subscripts $c$ and $frz$ denote crust zone and freezing point, respectively, and $\dot{Q}_{s,c} = \chi_s \rho c_v q_{dec}$. The solution for the temperature distribution in the crust is thus found as:

$$T(x) = T_{s,I} - \left( \frac{T_{s,frz} - T_{s,I}}{\delta_s} \right) x - \frac{\dot{Q}_{s,c}}{2k_{s,c}} x^2; \quad -\delta_s \leq x \leq 0$$  \hspace{1cm} (2-41)

Given this expression, the heat fluxes at the melt-crust ($x = -\delta_s$) and crust-concrete ($x = 0$) interfaces are then:

$$k_{s,c} \left. \frac{dT}{dx} \right|_{x=-\delta_s} = -k_{s,c} \left( \frac{T_{s,frz} - T_{s,I}}{\delta_s} \right) + \frac{\dot{Q}_{s,c}}{2}$$  \hspace{1cm} (2-42)

$$k_{s,c} \left. \frac{dT}{dx} \right|_{x=0} = -k_{s,c} \left( \frac{T_{s,frz} - T_{s,I}}{\delta_s} \right) - \frac{\dot{Q}_{s,c}}{2}$$  \hspace{1cm} (2-43)

**Figure 2-5. Illustration of Physical Situation During Phases 1 and Phase 2a.**

With these results, and again employing the concept of a thermal boundary layer thickness $\xi_s$ in the sidewall, then the thermal response in the boundary layer satisfies the heat conduction equation previously defined in Eq.2-24, in addition to the following boundary conditions:

$$k_{con} \left. \frac{dT}{dx} \right|_{x=0} = -k_{s,c} \left( \frac{T_{s,frz} - T_{s,I}}{\delta_s} \right) - \frac{\dot{Q}_{s,c}}{2}$$  \hspace{1cm} (2-44)

$$T(x = \xi_s) = T_c$$  \hspace{1cm} (2-45)

$$\left. \frac{dT}{dx} \right|_{x=\xi_s} = 0$$  \hspace{1cm} (2-46)

Assuming the now-familiar parabolic temperature profile in the concrete and employing boundary layer theory, the following simultaneous set of equations for the boundary layer and crust thicknesses are obtained:
\[
\dot{\xi}_s = -\frac{\xi_s}{2(T_s,t-T_a)} \left[ 2k_{con} + \frac{k_{s,c}}{2\delta_s} \right] \left[ -\frac{2k_{con}(T_s,t-T_a)}{\xi_s,\delta_s}\right] \delta_s \\
+ \frac{3}{\rho_{con}c_{con}} \left[ \frac{2k_{con}}{\xi_s} + \frac{k_{s,c}}{2\delta_s} \right] \left[ k_{con} + k_{s,c,\xi_s} \delta_s \right] \left( k_{s,c,\xi_s} \frac{(T_{s,fz}-T_{s,t})}{\delta_s} + \frac{\dot{\xi}_s,\delta_s}{2} \right)
\]

(2-47)

\[
\rho_{s,c} \Delta e_{s,c} \delta_s = k_{s,c} \frac{(T_{s,fz}-T_{s,t})}{\delta_s} - \frac{\dot{Q}_{s,c} \delta_s}{2} - h_s (T_m-T_{s,fz})
\]

(2-48)

These equations are integrated in conjunction with the balance of the equations describing the core-concrete interaction to find the thermal boundary layer and crust thicknesses as a function of time during the Phase 1 interaction. Given these thicknesses, then the concrete surface temperature is evaluated from the equation:

\[
T_{s,t} = T_a + \frac{\xi_s}{2} \left( k_{con} + \frac{k_{s,c,\xi_s}}{2\delta_s} \right) \left( k_{s,c,\xi_s} \frac{(T_{s,fz}-T_{s,t})}{\delta_s} + \frac{\dot{\xi}_s,\delta_s}{2} \right)
\]

(2-49)

The interface temperature evaluated through this expression is tracked relative to the concrete decomposition temperature. Once \(T(x=0) = T_{s,t} \rightarrow T_{dc}\), the solution bifurcates to either Phase 2a or 2b, depending upon the user-specified modeling choice.

To numerically initialize this calculation, physically plausible but non-zero values for the thermal boundary layer and crust depths are required as \(t \rightarrow 0\). In order to determine these values, the behavior of the Eqs. 2-47 and 2-48 are examined for small times. To this end, the following solution forms are assumed as \(t \rightarrow 0\):

\[
\xi_s(t \rightarrow 0) = C_\xi \sqrt{t}
\]

(2-50)

\[
\delta_s(t \rightarrow 0) = C_\delta \sqrt{t}
\]

(2-51)

Substitution of these equations into Eqs. 2-47 through 2-49 and working through the algebra yields the following solutions for \(C_\delta\) and \(C_\xi\) as \(t \rightarrow 0\):

\[
C_\delta = \sqrt{\frac{2k_{s,c}(T_{s,fz}-T_a)}{\rho_{s,c} \Delta e_{s,c}}}
\]

(2-52)

\[
C_\xi = \frac{4k_{con} \left( \frac{1}{2} C_\delta C_\xi + \frac{6\alpha_{con} C_\delta}{C_\xi} + 3k_{s,c} \right)}{4k_{con} C_\delta + k_{s,c} C_\xi}
\]

(2-53)

Equation 2-52 is in closed form, but the equation for \(C_\xi\) is non-linear and requires an iterative solution. This is accomplished using the Newton-Raphson technique. In particular, Eq. 2-53 is re-written in the following form:
\[ f = C_\varphi = \frac{4k_{con} \left( \frac{1}{2} C_\varphi C_\varphi + \frac{6\alpha_{con} C_\varphi}{C_\varphi} + \frac{3k_{s,\varphi}}{\rho_{con} C_{con}} \right)}{4k_{con} C_\varphi + k_{s,\varphi} C_\varphi} , \]  
\[ (2-54) \]

with convergence obtained when \( f \to 0 \), and:

\[ \frac{df}{dC_\varphi} = 1 + \frac{k_{s,\varphi} C_\varphi - 2k_{con} C_\varphi + \frac{24k_{con} \alpha_{con} C_\varphi}{C_\varphi}}{4k_{con} C_\varphi + k_{s,\varphi} C_\varphi} \]  
\[ (2-55) \]

Given these expressions, iteration is performed in which the value of \( C_\varphi \) is updated through the following expression until a convergence criterion is met:

\[ C_{\varphi}^{n+1} = C_{\varphi}^n - f \frac{df}{dC_\varphi} \]  
\[ (2-56) \]

With the solutions for \( C_\varphi \) and \( C_\varphi \) obtained through Eqs. 2-52 through 2-56, the initial values for \( \bar{z}_s \) and \( \delta_s \) are evaluated from Eqs. 2-50 and 2-51 by setting the time equal to the user-specified timestep for the quadrature; i.e. \( t = \Delta t \).

Equations 2-47 through 2-49 constitute the initial value problem that is integrated in conjunction with Eqs. 2-1 and 2-18 to determine the concrete sidewall surface temperature and thermal boundary layer depth during Phase 1 of the interaction. The sidewall gas release rates are evaluated from Eqs. 2-34 through 2-36 for this case also, but with \( \eta_s = 0 \). Note that analogous equations also apply to the basemat axial erosion case.

As shown in Figure 2-3, the Phase 1 solution is calculated until \( T_{s,\varphi} \to T_{dc} \), at which time a bifurcation point is reached and Phase 2 with concrete erosion is initiated. The particular form of the solution thereafter is based on a user-specified modeling assumption; i.e., the crust is assumed to be porous so that the slag produced from concrete erosion continuously drains through the crust into the melt (branch 2a), or the crust is impervious so that the slag accumulates as a growing film between the crust and concrete (branch 2b). In either branch, the initial conditions (i.e., crust and thermal boundary layer thicknesses) are determined by the results of the Phase 1 calculation at the point at which \( T_{s,\varphi} = T_{dc} \). In terms of presentation, the porous crust case is considered first, followed by the impervious crust scenario that is described later in this section.

The physical situation for this case is also shown in Figure 2-5, but with \( T_{s,\varphi} = T_{dc} \). The equations governing heat conduction in the crust are thus identical to Eqs. 2-38 through 2-40, and those governing heat conduction in the concrete thermal boundary layer are the same as Eqs. 2-24 through 2-27. The applicable energy balances for the crust and concrete ablation thicknesses on the sidewall are of the form:

\[ \rho_{s,\varphi} \Delta e_{s,\varphi} \dot{\delta}_s = k_{s,\varphi} \frac{(T_{s,\varphi} - T_{dc})}{\delta_s} - \frac{\dot{Q}_{s,\varphi} \delta_s}{2} - h_s (T_m - T_{s,\varphi}) \]  
\[ (2-57) \]
\[ \rho_{\text{con}} \Delta e_{\text{con}} \eta_s = k_{\text{con}} \frac{dT}{dx} \bigg|_{x=a_s} + k_{s,c} \frac{(T_{s,frz} - T_{dc})}{\delta_s} + \frac{\dot{Q}_{s,c} \delta_s}{2} \]  

(2-58)

Assuming a parabolic temperature profile in the concrete, then the simultaneous equations governing the crust, ablation, and thermal boundary layer thicknesses are found respectively as:

\[ \rho_{s,c} \Delta e_{s,c} \dot{\delta}_s = k_{s,c} \frac{(T_{s,frz} - T_{dc})}{\delta_s} - \frac{\dot{Q}_{s,c} \delta_s}{2} - h_s (T_m - T_{s,frz}) \]  

(2-59)

\[ \rho_{\text{con}} \Delta e_{\text{con}} \eta_s = k_{s,c} \frac{(T_{s,frz} - T_{dc})}{\delta_s} + \frac{\dot{Q}_{s,c} \delta_s}{2} - 2k_{\text{con}} \frac{(T_{dc} - T_o)}{\xi_s} \]  

(2-60)

\[ \xi_s = 6 \frac{\alpha_{\text{con}}}{\xi_s} - 3 \eta_s \]  

(2-61)

Equations 2-59 through 2-61 are used to calculate the crust, erosion, and thermal boundary layer depths until the selected crust failure criterion is satisfied, at which point the solution bifurcates to Phase 4, concrete ablation with no crust present. The gas release rate from the sidewall is evaluated from Eqs. 2-34 through 2-36 for this case also. Analogous equations also apply to the base mat axial erosion case.

With the models developed for the porous crust case, attention is now focused on the situation in which the crust is assumed to be impervious to the slag formed from ablation. The physical situation here is shown in Figure 2-6. The modeling considers simultaneous crust growth with an underlying slag film layer; any slag ablated from the concrete surface is deposited in the film. Thus, this case is similar to Phase 2a, with the exception that a new equation describing the slag film thickness is required, and the thermal resistance across the film must be built into the energy balance between the crust and concrete. For this case, the coupled equations governing the crust, ablation, concrete thermal boundary layer, and slag film thicknesses on the concrete sidewall are deduced respectively using boundary layer theory as:

\[ \rho_{s,c} \Delta e_{s,c} \dot{\delta}_s = k_{s,c} \frac{(T_{s,frz} - T_{\text{slag,}l})}{\delta_s} - \frac{\dot{Q}_{s,c} \delta_s}{2} - h_s (T_m - T_{s,frz}) - h_s (T_m - T_{\text{slag,}l}) \]  

(2-62)

\[ \rho_{\text{con}} \Delta e_{\text{con}} \eta_s = k_{s,c} \frac{(T_{s,frz} - T_{\text{slag,}l})}{\delta_s} + \frac{\dot{Q}_{s,c} \delta_s}{2} - 2k_{\text{con}} \frac{(T_{dc} - T_o)}{\xi_s} \]  

(2-63)

\[ \xi_s = 6 \frac{\alpha_{\text{con}}}{\xi_s} - 3 \eta_s \]  

(2-64)

\[ \rho_{\text{slag}} \dot{\delta}_{s,\text{slag}} = (1 - \chi_{\text{con,}g}) \rho_{\text{con}} \dot{\eta}_s \]  

(2-65)

where subscript \( \text{slag} \) denotes the slag layer. The slag/crust interface temperature satisfies:

\[ T_{\text{slag,}l} = \left[ \frac{k_{\text{slag}} + k_{s,c} \delta_{s,\text{slag}}}{\delta_s} \right]^{-1} \left( \frac{k_{s,c} T_{s,frz}}{\delta_s} + \frac{k_{\text{slag}} T_{dc}}{\delta_{s,\text{slag}}} + \frac{\dot{Q}_{s,c} \delta_{s,\text{slag}}}{2} \right) \]  

(2-66)

Equations 2-62 through 2-65 along with 2-66 constitute the initial value problem that is integrated to find the crust, slag film, erosion, and thermal boundary layer depths until the selected
crust failure criterion is satisfied and Phase 4 of the simulation is started. Gas release rates from the sidewall are also evaluated from Eqs. 2-34 through 2-36. However, the slag is retained as a molten film beneath the crust and this material is not added to the melt until after the crust fails. Analogous equations are again noted to apply to the basemat axial erosion case.

Figure 2-6. Illustration of Physical Situation During Phase 2b.

As the interaction progresses, continued heat transfer across the crust will eventually warm the underlying concrete, and the heat sink provided by this material will be reduced to the point at which the crust may begin to remelt. In theory, the crust could completely remelt, or it could be thinned to the point at which it fails under the applied loads that arise during the interaction. Crust failure is a difficult problem to analyze in and of itself, and so user options have been provided to address this issue parametrically. Specifically, the three options are summarized as follows:

1) The crust fails at a user-specified time,
2) The crust fails after the thickness falls below a user-specified thickness, or
3) The crust fails after the thickness falls below that required to be mechanically stable under the applied hydrostatic head applied by the melt.

Options 1) and 2) are self-explanatory. For option 3), a simple model has been developed, and that model is summarized below.

An illustration of the physical situation is provided in Figure 2-7. The concept is that at a given location, the crust is subject to the hydraulic pressure of the melt, which acts to keep the crust in place on the surface. Simultaneously, concrete decomposition gases are formed at the crust-concrete interface. These gases likely produce localized pockets at the interface that allow the melt hydrostatic pressure to act as a bending force on the crust. The crust stability criterion is then, simply, that the crust must be mechanically strong enough to withstand the hydraulic pressure applied by the melt. This concept can be expressed mathematically as:

$$F = (\rho_m - \rho_g)gH_m L_{A}^2 \geq C_p \sigma_{s,f} \delta_s^2$$  \hspace{1cm} (2-67)

where:

$$g = \text{gravitational acceleration},$$

$$L_{A} = \text{characteristic lateral dimension of the crust},$$
\[ \sigma_{s,f} = \text{crust mechanical strength}, \]
\[ \rho_g = \text{density of sparging concrete decomposition gases, and} \]
\[ C_P = O(1) \text{ constant depending on the plate shape and boundary condition.} \]

The specific criterion for crust failure is then readily deduced from the above equation as:

\[ \delta_{s,\min} = L_A \sqrt{\frac{(\rho_m - \rho_g)gH_m}{C_P \sigma_{s,f}}} \]  

(2-68)

**Figure 2-7. Illustration of Physical Situation at Core-Concrete Interface.**

In order to utilize Eq. 2-68, the characteristic length scale $L_A$ needs to be specified. For crusts on vertical surfaces, it would seem logical to set $L_A \sim H_m$, since the melt pool depth would be the maximum size (at least in the vertical direction) that the crust plate could obtain. For crusts on the bottom surface, several length scales could be envisioned. The first would be the diameter of the melt pool. If this were the case, then one would conclude, at least for plant accidents in which the pool diameter is much larger than the pool depth, that crusts would be very unstable on the pool bottom surface relative to those on the side surface. If this were the correct phenomenological modeling assumption, then it cannot be deduced from the CCI data base\[^{47-49}\] since the pool depth is of the same order as the cavity width for these tests. A second case would be that $L_A \sim H_m$ based on the idea that the melt depth is also a characteristic length scale in terms of controlling the stability of the bottom crust. Finally, one may argue that a characteristic length scale for the bottom crust is the gas bubble spacing on the surface, since bubbles have been postulated to form bending points for the crust. In this case, the bubble spacing is probably close to the characteristic aggregate spacing within the concrete. If this last observation were true, then crusts on the bottom surface would be very stable in comparison to sidewall crusts. Unfortunately, this trend is not completely born out in the test series.\[^{47-49}\] Given all these uncertainties, Eq. 2-68 is currently coded assuming $L_A = H_m$ for both side and bottom crusts. Also in the deployment of
Eq. 2-68, the crust tensile strength is the same as that calculated for the melt as input into the crust water ingestion model. Finally, when the crust is growing (i.e., $\delta_s > 0$) it is assumed to be mechanically stable and so even if the thickness is $< \delta_{s,min}$, the Phase 2 calculation is not terminated. This modeling decision was invoked to prevent spurious crust failures early in the transient as the crust grows to the thermal equilibrium point.

It is of interest to provide an order-of-magnitude estimate of the stable crust thickness that one would calculate from Eq. 2-68. Assuming the following typical values for an MCCI: $\rho_m \sim 5000 \text{ kg/m}^3$, $g = 9.82 \text{ m/s}^2$, $L_A = H_m \sim 0.25 \text{ m}$, $\sigma_{s,f} \sim 100 \text{ MPa}$, $C \sim 1$, and $\rho_m >> \rho_g$, then Eq. 2-68 yields $\delta_{s,min} \sim 3 \text{ mm}$.

Once the selected criterion for crust failure on a given surface has been satisfied, the solution bifurcates to Phase 4 in which no crust is present. The models governing the ablation progression and gas release for this case were previously presented as Eqs. 2-29, 2-30, 2-35 and 2-36. The boundary layer depth calculated using either the Phase 2a or 2b model is used to initialize the Phase 4 calculation. However, before that calculation is launched, any remain crust (and slag for the Phase 2b modeling choice) is first mixed with the melt, and the new melt temperature is recalculated by thermally equilibrating the melt with the crust (and slag, if applicable) material. For the sidewalls, crust mass can be thermally (as opposed to splatter) deposited above the pool height early in the transient due to high void fraction in the melt. Any solidified melt on the sidewalls that is calculated to be above the melt surface at the time of sidewall crust failure is permanently removed from the interaction. Moreover, a note to document the timing and total mass of material removed is written to the text output file generated by the code.

2.4 Melt Upper Surface Heat Transfer: Dry Cavity Conditions

In order to provide user flexibility, atmospheric heat transfer models have been implemented in the code for both wet and dry cavity conditions. This section addresses the modeling for dry cavity conditions, while details of the wet cavity models are provided in the following section. A depiction of the physical situation and nomenclature utilized in the following analysis was provided previously as Figure 2-1.

2.4.1 Crust-Free and Incipient Crust Formation Boundary Conditions

Modeling of the heat transfer from the melt to the overlying medium under dry cavity conditions considers convection from the melt to the melt-atmosphere interface, and radiation from the interface to the environment boundary. Whether or not a stable crust forms at the interface depends upon two criteria: i) a thermodynamic condition; i.e., the interface temperature falls below that at which solid crust material forms at the interface, and ii) a mechanical stability condition; i.e., the incipient crust must be mechanically stable in the presence of the sparging concrete decomposition gases that are generated from the core-concrete interaction.

Prior to crust formation, the energy balance at the melt-atmosphere interface is:

$$h_r(T_m - T_s) = h_r(T_s - T_{\text{bound}}),$$

which can be solved for the surface interface temperature, yielding:
\[ T_{t,I} = \frac{h_r T_m + h_r T_{\text{bound}}}{h_r + h_r} \]  

(2-70)

The radiation heat transfer coefficient from the interface to the overlying cavity is given through the usual expression:

\[ h_r = \frac{\sigma_{\text{stef}}}{1/\varepsilon_m + 1/\varepsilon_{\text{bound}} - 1 \left( T_{t,I}^2 + T_{\text{bound}}^2 \right) \left( T_{t,I} + T_{\text{bound}} \right) } \]  

(2-71)

where:

- \( \varepsilon_m \) = melt radiation emissivity,
- \( \varepsilon_{\text{bound}} \) = emissivity of surrounding cavity, and
- \( \sigma_{\text{stef}} \) = Stefan-Boltzman constant = 5.67 \times 10^{-8} \text{ W/m}^2-\text{K}^4.

The convective heat transfer coefficient from the bulk melt to the interface is currently evaluated using the correlation of Kutateladze and Malenkov,\cite{40} i.e.,

\[ h_c = \begin{cases} 
1.5 \times 10^{-3} \left( \frac{c_m P j}{k_m g} \right)^{2/3} \frac{k_m}{L_{\lambda}}, & j < j_{tr} \\
1.5 \times 10^{-3} \left( \frac{c_m P j}{k_m g} \right)^{2/3} \left( \frac{j_{tr}}{j} \right)^{1/2} \frac{k_m}{L_{\lambda}}, & j \geq j_{tr} 
\end{cases} \]  

(2-72)

where:

- \( P \) = system pressure,
- \( k_m \) = melt thermal conductivity,
- \( c_m \) = melt specific heat,
- \( j_{tr} \) = transition velocity = \( 4.3 \times 10^{-4} \frac{\sigma_m}{\mu_m} \),
- \( \sigma_m \) = melt surface tension,
- \( \mu_m \) = melt viscosity,

and \( L_{\lambda} \) is the Laplace constant that is defined as:

\[ L_{\lambda} = \sqrt{\frac{\sigma_m}{g (\rho_m - \rho_g)}} \]  

(2-73)

The average melt superficial gas velocity \( j \) in Eq. 2-72 is evaluated on the basis of the gas mass flux through the pool due to concrete decomposition gases, as given by Eqs. 2-35 and 2-36. In most cases (exceptions are pointed out in the balance of this section), the velocity is evaluated as:

\[ j = \frac{A_h \left( \dot{m}_{b,H_2O} + \dot{m}_{b,CO_2} \right) + A_s \left( \dot{m}_{s,H_2O} + \dot{m}_{s,CO_2} \right)}{A_h \rho_g} \]  

(2-74)

and the density of the sparging gas is evaluated at the melt temperature through the ideal gas law:

\[ \rho_g = \frac{P M_g}{R_{\text{ideal}} T_m} \]  

(2-75)
where:

\[ R_{\text{ideal}} = \text{ideal gas constant} = 8.3143 \text{ J/mol-K}, \text{ and} \]

\[ \bar{M}_g = \text{average molecular weight of the sparging gas mixture.} \]

Finally, the molecular weight of the sparging gas is calculated on the basis of the known gas content of the concrete; i.e.,

\[ \bar{M}_g = F_{H_2O}M_{H_2O} + F_{CO_2}M_{CO_2}, \quad (2-76) \]

with:

\[ F_{H_2O} = \frac{\chi_{\text{con,H}_2O}}{M_{H_2O}} \left( \frac{\chi_{\text{con,H}_2O}}{M_{H_2O}} + \frac{\chi_{\text{con,CO}_2}}{M_{CO_2}} \right)^{-1} \quad (2-77) \]

\[ F_{CO_2} = 1 - F_{H_2O}. \quad (2-78) \]

Equations 2-69 through 2-71 constitute a non-linear set of equations for the interface temperature \( T_{t,I} \). These equations are solved using the Newton-Raphson technique by first forming:

\[ f = T_{t,I} = \frac{h_T m + h_T \text{bound}}{h_t + h_r}, \quad (2-79) \]

with convergence obtained when \( f \to 0 \), and:

\[ \frac{df}{dT_{t,I}} = 1 + \left[ \frac{h_T m + h_T \text{bound}}{(h_t + h_r)^2} \right] \frac{dh_r}{dT_{t,I}}. \quad (2-80) \]

where:

\[ \frac{dh_r}{dT_{t,I}} = \frac{\sigma_{\text{stef}}}{1/\varepsilon_m + 1/\varepsilon_{\text{bound}} - 1} \left( 3T_{t,I}^2 + 2T_{t,I} T_{\text{bound}} + T_{\text{bound}}^2 \right). \quad (2-81) \]

Given these expressions, iteration is then performed to find \( T_{t,I} \) using an approach identical to that outlined around Eq. 2-56. The resultant solution for \( T_{t,I} \) is then compared to the melt freezing temperature \( T_{m,frz} \) to determine the next step in the solution methodology. For situations in which \( T_{t,I} \geq T_{m,frz} \), the solution is valid and the upwards heat transfer term \( h_t(T_m - T_t) \) in the melt energy balance equation (Eq. 2-18) is evaluated by setting \( T_t = T_{t,I} \).

When \( T_{t,I} < T_{m,frz} \), the potential exists for crust formation to occur at the melt-atmosphere interface depending upon the thermalhydraulic conditions. In particular, the potential for sustained crust growth to occur depends upon whether the incipient crust is stable in the presence of the sparging concrete decomposition gases.\(^2\) During the incipient growth phase the crust will remain thin and so decay heat within the crust will be negligible. Furthermore, the crust mass will be quite small and so in this stage of the analysis the crust composition is assumed to be equal to that of the bulk melt. Under these conditions, the equation for the crust growth rate at the interface can be written as:

\[ \rho_{t,c} \Delta \rho_{t,c} \dot{\delta}_I = k_{t,c} \frac{(T_{t,frz} - T_{t,I})}{\delta_I} - h_t(T_m - T_{s,frz}). \quad (2-82) \]

This equation can be solved in closed form for the crust thickness as a function of time subject to the initial condition \( \delta_I(t = 0) = 0 \); i.e.,
\[ C_i h_r \delta_t + C_2 \ln \left[ 1 - \frac{C_i h_r \delta_t}{C_2 - C_i k_{t,c}} \right] + C_1^2 t = 0 \quad (2-83) \]

where:

\[ C_i = \frac{h_r h_{t_c}}{\rho_{t,c} \Delta e_{t,c}} (T_m - T_{t,frz}) \quad (2-84) \]
\[ C_2 = \frac{k_{t,c} h_r^2}{\rho_{t,c} \Delta e_{t,c}} (T_{t,frz} - T_{bound}) \quad (2-85) \]

Assuming that the forming crust can be modeled as a uniform flat plate and that bubbly flow conditions exist in the pool, Farmer\[2\] used a simple force balance that relates the buoyancy force of a rising bubble to the load required to fail a forming crust segment to deduce the following expression for the minimum mechanically stable crust thickness:

\[ \delta_{t,min} = \sqrt{\frac{4 R_{bub} (\rho_m - \rho_{con,g}) g}{3 C_p \sigma_{s,f}}} \quad (2-86) \]

where \( R_{bub} \) is the melt pool sparging gas bubble radius (correlations provided later in this section) and the constant \( C_p = 1.5 \) for a simply supported crust edge boundary condition, or \( C_p = 2.814 \) for a clamped edge condition. The final piece of information that is needed is an estimate of the crust growth time on the surface. Blottner\[50\] developed the following correlation for the local bubble arrival time in terms of the superficial gas velocity and radius of sparging gas bubbles:

\[ t_a = 0.445 \frac{R_{bub}}{j} \quad (2-87) \]

Substituting Eqs. 2-86 and 2-87 into Eq. 2-83 and rearranging yields the following correlation for the critical gas velocity to preclude stable crust formation at the melt/atmosphere interface:

\[ j_{crit} = \frac{0.445 R_{bub} h_r (T_m - T_{t,frz})}{\delta_{t,min} \rho_{t,c} \Delta e_{t,c} \left[ \frac{k_{t,c}}{h_r (T_{t,frz} - T_{bound})} - h_r (T_m - T_{t,frz}) \ln \left( \frac{1}{1 - C_3} \right) - 1 \right]} \quad (2-88) \]

where:

\[ C_j = \frac{h_r h_{t_c} (T_m - T_{t,frz})}{k_{t,c} h_r (T_{t,frz} - T_{bound}) - h_r (T_m - T_{t,frz})} \quad (2-89) \]

Recall that this solution is only valid when \( h_r (T_{t,frz} - T_{bound}) > h_r (T_m - T_{t,frz}) \); i.e., the thermodynamic conditions at the interface are consistent with crust formation. Thus, when this condition is met and \( j > j_{crit} \), a situation develops in which intermittent crust segments can form at the surface, but they are continuously broken up and mixed in with the bulk melt by gas sparging. Under these conditions the upwards heat transfer term \( h_r (T_m - T_f) \) in the melt energy balance equation (Eq. 2-18) is evaluated by setting \( T_f = T_{t,frz} \). Furthermore, the intermittent crust thickness is found from Eq. 2-83 by first setting \( t = t_a \) and then solving for \( \delta \) using the Newton Raphson technique. To this end, Eq. 2-83 is written as:

\[ f = \delta_t + \frac{C_2}{C_1 h_r} \ln \left[ 1 - \frac{C_1 h_r \delta_t}{C_2 - C_1 k_{t,c}} \right] + \frac{C_1}{h_r} t_a = 0 \quad (2-90) \]
with convergence obtained when \( f \to 0 \), and:

\[
\frac{df}{d\delta_t} = 1 - \frac{C_2}{C_2 - C_i k_{i,c} - C_i h_r \delta_t}. \tag{2-91}
\]

With these expressions, iteration is then performed to find \( \delta_t \) using an approach identical to that outlined around Eq. 2-56. With \( \delta_t \) known through these manipulations, the interface temperature is then found from:

\[
T_{t,i} = \frac{k_{i,c} T_{i,frz} + h_r T_{\text{bound}}}{\frac{k_{i,c}}{\delta_t} + h_r} \tag{2-92}
\]

### 2.4.2 Stable Floating Crust Boundary Condition

The final phase of dry cavity modeling considers the case in which it is thermodynamically possible for the crust to form [i.e., \( h_r (T_{i,frz} - T_{\text{bound}}) > h_l (T_m - T_{i,frz}) \)], but in addition \( j < j_{\text{exit}} \) and so the incipient crust is mechanically stable in the presence of the sparging gas. A stable crust then forms and grows to the point where convective heat transfer to the underside of the crust is balanced by that conducted through the crust and dissipated to the overlying atmosphere. In this case, a crust growth rate equation is solved that includes the effect of decay heat within the crust. The same set of assumptions used in the crust modeling described in Section 2.3 are made here; i.e., i) heat transfer within the crust is quasi-steady, ii) decay heat is uniformly distributed, and iii) crust thermalphysical properties are constant. Under these dry cavity conditions, the additional assumption is made that although the crust has sufficient strength to form a coherent physical mass above the melt pool, the overall crust structure is not strong enough to bond to the cavity sidewalls and separate from the melt as the core-concrete interaction proceeds downward. Simply put: a ‘floating crust’ boundary condition is assumed to be maintained.

With this set of assumptions and the coordinate system within the crust fixed with \( x = 0 \) at the melt-crust interface, the differential equation and boundary conditions governing heat transfer through the crust can be written as:

\[
k_{i,c} \frac{d^2 T}{dx^2} = -\dot{Q}_{i,c} \tag{2-93}
\]

\[
T(x = 0) = T_{i,frz} \tag{2-94}
\]

\[-k_{i,c} \frac{dT}{dx} \bigg|_{x=\delta_t} = h_r (T(x = \delta_t) - T_{\text{bound}}) \tag{2-95}
\]

This set of equations has the solution:

\[
T(x) = T_{i,frz} + \frac{1}{k_{i,c} + h_r \delta_t} \left( \dot{Q}_{i,c} \delta_t \left( 1 + \frac{h_r \delta_t}{2k_{i,c}} \right) - h_r (T_{i,frz} - T_{\text{bound}}) \right) x - \frac{\dot{Q}_{i,c}}{2k_{i,c}} x^2 \tag{2-96}
\]
With the above result, the crust growth rate equation is then readily deduced as:

$$
\rho_{t,c} \Delta e_{t,c} \delta_t = \frac{k_{t,c}}{k_{t,c} + h_r \delta_t} \left( h_r (T_{t,frz} - T_{\text{bound}}) - \dot{Q}_{t,c} \delta_t \left[ 1 + \frac{h_r \delta_t}{2k_{t,c}} \right] \right) - h_l (T_m - T_{t,frz}) \tag{2-97}
$$

This equation is integrated using the crust thickness obtained from the intermittent crust boundary condition (i.e., Eq. 2-90) as the initial condition. The radiation heat transfer coefficient $h_r$ in the above equation is defined through Eq. 2-71. This coefficient is a function of the crust upper surface temperature $T_{t,I}$, and that temperature is determined through the energy balance at the crust-atmosphere interface; i.e., Eq. 2-95. With Eq. 2-96, this energy balance is written explicitly as:

$$
\dot{Q}_{t,c} \delta_t + \frac{k_{t,c}}{k_{t,c} + h_r \delta_t} \left( h_r (T_{t,frz} - T_{\text{bound}}) - \dot{Q}_{t,c} \delta_t \left[ 1 + \frac{h_r \delta_t}{2k_{t,c}} \right] \right) = h_r (T_{t,I} - T_{\text{bound}}) \tag{2-98}
$$

This is a non-linear equation for $T_{t,I}$ that is solved using the Newton-Raphson technique by first forming:

$$
f = T_{t,I} - T_{\text{bound}} - \frac{1}{k_{t,c} + h_r \delta_t} \left( \frac{\dot{Q}_{t,c} \delta_t^2}{2} + k_{t,c} (T_{t,frz} - T_{\text{bound}}) \right) \tag{2-99}
$$

with convergence obtained when $f \to 0$, and:

$$
\frac{df}{dT_{t,I}} = 1 + \frac{\delta_t \left( \frac{\dot{Q}_{t,c} \delta_t^2}{2} + k_{t,c} (T_{t,frz} - T_{\text{bound}}) \right) dh_r}{dT_{t,I} \left( k_{t,c} + h_r \delta_t \right)^2} \tag{2-100}
$$

with $dh_r / dT_{t,I}$ given by Eq. 2-81. These equations are solved iteratively to find $T_{t,I}$ using an approach identical to that outlined around Eq. 2-56. As noted in Section 2.2, a separate conservation of mass equation is solved for the top crust. In particular, the growth rate equation given by Eq. 2-97 allows the crust composition to be determined through Eq. 2-13.

### 2.5 Melt Upper Surface Heat Transfer: Wet Cavity Conditions

As for the dry cavity case outlined above, the wet cavity modeling considers crust formation and evolution at the core-coolant interface, but additional phenomenology is considered that includes melt eruption and water ingestion cooling mechanisms, as well as the potential for crust anchoring to the cavity sidewalls to occur with subsequent gap formation between the crust and receding melt. An illustration of the physical situation when the crust is floating is provided in Figure 2-8. For cases in which the crust is impervious to water ingestion and/or melt eruptions, a full boiling curve has been modeled on the crust surface. When one or both of these mechanisms are active, then appropriate modifications to this curve are made to reflect the differences in cooling behavior. These various modeling scenarios are described in this section.
2.5.1 Crust-Free and Incipient Crust Formation Boundary Conditions

If the particular case that is being calculated includes a period of dry core-concrete interaction before cavity flooding, then the surface conditions at the end of this period constitute the initial condition for the cavity flooding phase. Otherwise, the code assumes that the surface is initially crust-free at the time of cavity flooding, and film boiling is the initial heat transfer mode. The overall methodology during this initial phase is very similar to the dry cavity case, except that the cavity boundary temperature is set to $T_{sat}$ and the heat transfer coefficient to the atmosphere is appropriately modified to account for the presence of water. The potential for crust formation to occur is still determined through the energy balance given by Eq. 2-69, but the emissivity of the overlying coolant is assumed to be unity. Furthermore, conduction heat transfer across the gas film is also included in the evaluation of the overall heat transfer rate. Finally, gas sparging causes bulk pool mixing and area enhancement at the melt-water interface that can result in substantial augmentation in the debris-water cooling rate. In this bulk-cooling regime, the overall heat transfer rate to the coolant is written as:

$$\dot{q}_{\text{sat}} = A_* \left( k_e \frac{\Delta T_{sat}}{\delta_{fb}} + q_r^* \right)$$  \hspace{1cm} (2-101)

where:

- $\Delta T_{sat} = $ surface superheat relative to coolant saturation point $= (T_{t,1} - T_{sat})$
- $A_* = $ dimensionless surface area enhancement,
- $\delta_{fb} = $ thickness of gas film containing water vapor and noncondensible gases from core-concrete interaction, and
- $k_e = $ effective thermal conductivity of gas mixture in film.

The radiant heat flux across the film is expressed as:
Since the emissivity of water is ~ 1 and the boundary temperature presented by the overlying coolant is \( T_{\text{sat}} \), then the radiant heat transfer coefficient takes the following form:

\[
h_r = \sigma_{\text{stef}} e_m \left( T_{\text{sat}}^2 + T_{\text{sat}}^2 \right) \frac{2}{T_{\text{sat}} + T_{\text{sat}}} \]

(2-103)

Given a correlation for the frequency at which the bubbles arrive at the melt-water interface (Eq. 2-87), as well as a simplified model for the area enhancement as the bubbles pass through the interface, Farmer et al.\(^2\) developed the following correlation for the dimensionless surface area enhancement as a function of gas sparging rate:

\[
A_s = 1 + 4.5 \frac{j}{U_T} \]

(2-104)

The sparging rate \( j \) in this equation is given by Eq. 2-74, and the bubble terminal rise velocity \( U_T \) is evaluated using the correlation of Peebles and Garber:\(^5\)

\[
U_T = \begin{cases} 
\frac{2R_{\text{lab}}^2 (\rho_m - \rho_g) g}{9 \mu_m} &; \text{Re} < 2, \\
0.33 \left( \frac{\rho_m}{\mu_m} \right)^{0.52} R_{\text{lab}}^{1.28} &; 2 \leq \text{Re} < 4.02 M^{-0.214}, \\
1.35 \left( \frac{\sigma_m}{\rho_m R_{\text{lab}}} \right)^{0.5} &; 4.02 M^{-0.214} \leq \text{Re} < 3.10 M^{-0.25}, \\
1.18 \left( \frac{g \sigma_m}{\rho_m} \right)^{0.25} &; 3.10 M^{-0.25} \leq \text{Re}
\end{cases}
\]

(2-105)

where the gas bubble Morton and Reynolds numbers are defined as:

\[
M = \frac{g \mu_m^4}{\rho_m \sigma_m^3}
\]

(2-106)

\[
\text{Re} = \frac{2 \rho_m R_{\text{lab}} U_T}{\mu_m}
\]

(2-107)

Finally, the gas film thickness \( \delta_{\beta} \) in Eq. 2-101 is calculated on the basis of a modification\(^2\) to Berenson’s correlation\(^5\) for the surface heat flux in film boiling to account for the effects of coolant subcooling, radiant heat transfer across the film, and noncondensable gas injection into the film due to the concrete decomposition gases. In this analysis, Berenson made the assumption that the lateral bubble spacing over the surface was determined by Taylor instability.\(^5\) On this basis, the one-dimensional momentum equation governing vapor flow in the film under laminar flow conditions was solved; the pressure drop along the flow patch was equated to the buoyancy created by the growing bubbles. Heat conduction across the film vaporizes steam that feeds the gas flow within the film. These considerations led Berenson to the following equation for the vapor film thickness in film boiling,

\[
\delta_{\beta}^4 = \frac{C_B^4 \mu_v}{\rho_v \Delta e_{\text{eb}} g (\rho_l - \rho_v)} \sqrt{\frac{\sigma_i}{g (\rho_l - \rho_v)}} \left( \frac{g (\rho_l - \rho_v)}{\delta_{\beta, B} \Delta T_{\text{sat}}} \right),
\]

(2-108)

or:
where \( C_B \) is an empirical constant that was set at 2.35 in order to match experimental data,\(^{[52]}\) and subscripts \( l \) and \( v \) denote coolant liquid and vapor phases, respectively. Recognizing the term \( k_v \Delta T_{sat}/\delta_{fb} \) in Eq. 2-108 as the heat conduction across the vapor film that drives gas production, then to first approximation this equation can be re-written to account for the effects of interfacial area enhancement, radiation heat transfer across the film, subcooling on the water-side of the film, and noncondensable gas injection into the film; i.e.,

\[
\delta_{fb,B}^3 = \frac{C_B^4 \mu_v}{g(\rho_l - \rho_v)} \left[ \frac{\sigma_i}{g(\rho_l - \rho_v) \Delta e_{lv}} \left( A_s \left[ \frac{k_v \Delta T_{sat}}{\delta_{fb}} + q''_v - q''_{sub} \right] + j \right) \right]^{1/4}
\]

where subscript \( e \) denotes a property of the steam-gas mixture in the film. The radiation heat flux in this expression is given by Eqs. 2-102 and 2-103. The modeling approach for evaluating the heat flux to the subcooled water pool (\( q_{\text{sub}} \)) that reduces the steam production rate and, thereby, the vapor film thickness is described later in this section.

It is beneficial to scale Eq. 2-110 in order to reduce the number of variable groups in the equations that follow. In particular, the following dimensionless film thickness is defined:

\[
\overline{\delta} = \frac{\delta_{fb}}{\delta_{fb,B}}
\]

where \( \delta_{fb,B} \) is Berenson’s solution for the film thickness given by Eq. 2-109. Substitution of this expression into the above equation and rearranging yields:

\[
\delta_{fb,B}^3 = \frac{C_B^4 \mu_v}{g(\rho_l - \rho_v)} \left[ \frac{\sigma_i}{g(\rho_l - \rho_v) \Delta e_{lv}} \left( A_s \left[ \frac{k_v \Delta T_{sat}}{\delta_{fb}} + q''_v - q''_{sub} \right] + j \right) \right]^{1/4}
\]

where the fact that \( [(\rho_l - \rho_v)/(\rho_l - \rho_v)]^{3/2} \sim 1 \) has been utilized in order to reduce the complexity of the scaled equation, and

\[
\gamma = \frac{\rho_v \Delta e_{lv} j}{q_{fb,B}''}
\]

\[
\psi = \frac{q_{\text{sub}}'' - q''_v}{q_{fb,B}''}
\]

with \( q_{fb,B}'' = k_v \Delta T_{sat}/\delta_{fb,B} \).

For the purposes of this analysis, the gas mixture thermal properties in the film are calculated on the basis of a simple volumetric weighting; i.e.,

\[
k_v = F_v k_v + (1 - F_v) k_g
\]

\[
\mu_v = F_v \mu_v + (1 - F_v) \mu_g
\]

\[
\rho_v = F_v \rho_v + (1 - F_v) \rho_g
\]
where \( F_v \) denotes the volume fraction of vapor in the gas mixture, which given the approach outlined above can be deduced as:

\[
F_v = \frac{A_e}{\rho_e \Delta e_{tv}} \left[ \frac{k_e \Delta T_{sat}}{\delta_{fb}} + q_v - q_{sub} \right] = \frac{A_e}{\rho_e \Delta e_{tv}} \left[ \frac{k_e \Delta T_{sat}}{\delta_{fb}} + j \right] + \frac{A_e}{\rho_e \Delta e_{tv}} \left[ \frac{k_e \Delta T_{sat}}{\delta_{fb}} + j \right]
\] (2-118)

Combining Eqs. 2-115 and 2-118 and solving yields the following solution for \( k_e \):

\[
k_e = \frac{1}{2} k_v \left[ 1 - \delta \left( \frac{\gamma}{A_e - \psi} \right) + \sqrt{1 - \delta \left( \frac{\gamma}{A_e - \psi} \right)^2 + 4 \delta \left( \frac{\gamma}{A_e - \psi} \right)} \right]
\] (2-119)

This expression allows \( F_v \) to be evaluated from Eq. 2-115 as:

\[
F_v = \frac{k_e - k_g}{k_v - k_g},
\] (2-120)

Given this equation, the balance of the film gas mixture properties can be determined through Eqs. 2-116 and 2-117.

The final parameter requiring specification in Eqs. 2-110 and 2-114 is the effective subcooling on the water-side of the water-film interface. Bubble departure in the subcooled boiling regime is expected to stir the fluid so that the subcooled liquid adjacent to the interface is periodically replenished. Szekely\[54\] developed a model based on this concept; i.e., the interfacial heat flux is evaluated using a transient heat conduction solution that is averaged over the bubble departure period. Following this same approach, then the average heat flux from the liquid-vapor interface due to subcooling can be written as:

\[
q_{sub} = \frac{2k_i \Delta T_{sub}}{\pi \left( k_i / \rho_i \right) t_{dep}}
\] (2-121)

where \( t_{dep} \) is the period of bubble departure and \( \Delta T_{sub} = T_{sat} - T_{wat} \) is the coolant subcooling. Consistent with the wave instability concept that underlies Berenson’s film boiling model\[52\], the bubble departure period is assumed to be determined by the critical wave frequency of the Taylor instability that is given by:\[48\]

\[
f_{crit} = \sqrt{\frac{2 \pi \sigma_i}{\lambda_{crit}^2 (\rho_i + \rho_v)}}
\] (2-122)

The bubble departure period is thus evaluated as \( t_{dep} = 1/f_{crit} \). The parameter \( \lambda_{crit} \) in the above equation is the critical wavelength of the Taylor instability, and is defined as:\[53\]

\[
\lambda_{crit} = \frac{2 \pi \sigma_i}{g (\rho_i - \rho_v)}
\] (2-123)

At the time this model was developed, there was considerable data available in the open literature regarding film boiling heat transfer on spheres and cylinders, but the author was unable to locate any significant data to evaluate the effect of subcooling on the film boiling heat transfer.
coefficient in a pool-type geometry. On this basis, the subcooling component of the current model was adjusted according to horizontal cylinder film boiling data obtained by Sakurai et al.\[55\]. This comparison indicated that the dimensionless parameter $\psi$ defined in Eq. 2-114 needed to be redefined in order to match the trend of the experiment data. In particular, $\psi$ was rewritten as:

$$
\psi = C_{\text{sub}} \left( \frac{q_{\text{sub}}}{q_{\text{fb},B}} \right)^n - \frac{q_r}{q_{\text{fb},B}}, 
$$

(2-124)

where $C_{\text{sub}}$ and $n$ are empirical constants. The results of the comparison indicated that the best fit was obtained with $C_{\text{sub}} \approx 2.0$ and $n \approx 0.5$. The film boiling correlation in CORQUENCH is currently coded with the constants set at these values.

The above efforts have focused on developing a general model for the film boiling heat transfer regime that includes the effects of radiant heat transfer, bulk liquid subcooling, interfacial area enhancement, and noncondensable gas injection. The overall heat flux to the water in this case is calculated through Eq. 2-101 after solving the non-linear set of equations for the film thickness given by Eq. 2-110 with Eqs. 2-111 to 2-124.

With this background, the first step in the overall solution process is to solve for the melt-coolant interfacial temperature assuming that a crust is absent. Based on the value of this temperature relative to the melt freezing temperature, decisions are then made on how to proceed with the solution. Following the general approach outlined for the dry cavity case, for situations in which the melt surface is crust-free, the local energy balance at the interface is of the form:

$$
h_i(T_m - T_{t,I}) = h_{\text{w}} T_{t,I} - T_{\text{sat}}
$$

(2-125)

The interface temperature is thus deduced as:

$$
T_{t,I} = \frac{h_i T_m + h_{\text{w}} T_{\text{sat}}}{h_i + h_{\text{w}}}
$$

(2-126)

The water-side heat transfer coefficient is deduced from Eq. 2-101 as:

$$
h_{\text{w}} = A_e \left[ k_e \delta_{fb} + h_r \right],
$$

(2-127)

and $h_r$ for this case is given by Eq. 2-103. Equation 2-126 constitutes a non-linear expression for the interface temperature $T_{t,I}$. This equation is solved using the Newton-Raphson technique by first forming:

$$
f = T_{t,I} - \frac{h_i T_m + h_{\text{w}} T_{\text{sat}}}{h_i + h_{\text{w}}},
$$

(2-128)

with convergence obtained when $f \to 0$, and:

$$
\frac{df}{dT_{t,I}} = 1 + \left[ \frac{h_i T_m + h_{\text{w}} T_{\text{sat}}}{(h_i + h_{\text{w}})^2} \right] \frac{dh_{\text{w}}}{dT_{t,I}}.
$$

(2-129)

where:

$$
\frac{dh_{\text{w}}}{dT_{t,I}} = A_e \left[ \frac{dh_r}{dT_{t,I}} - \frac{k_e}{\delta_{fb}} \frac{d \delta_{fb}}{dT_{t,I}} \right]
$$

(2-130)
With these expressions, iteration is then performed to find \( T_{t,I} \) using an approach identical to that outlined around Eq. 2-56. The iteration also provides the solution for the film boiling vapor film thickness and, thereby, the total heat flux to the overlying coolant (Eq. 2-101) that includes the various phenomena that have been previously described. The resultant solution for \( T_{t,I} \) is then compared to the melt freezing temperature \( T_m,frz \) to determine the next step in the solution methodology. For situations in which \( T_{t,I} \geq T_m,frz \), the solution is valid and the boundary surface temperature in the melt energy balance equation (Eq. 2-18) is evaluated by setting \( T_t = T_{t,I} \). However, in this case the effective melt-side heat transfer coefficient is recalculated on the basis of the total heat removal to the overlying coolant that includes the interfacial area enhancement, and the effective coefficient is used in melt energy balance equation. In particular, the coefficient is redefined as:

\[
h_{t,eff} = \frac{h_{sat}(T_m - T_{sat})}{T_m - T_{t,I}}
\]  

(2-134)

When \( T_{t,I} < T_m,frz \), the potential exists for stable crust formation to occur at the melt-atmosphere interface depending upon the thermal-hydraulic conditions. As for the dry cavity case (see Section 2.4.1), the melt sparging rate at the current time is compared to the critical value required to break up the incipient crust segments that are attempting to form and bond at the melt-water interface. Following the analysis approach outlined in the Section 2.4.1, while recognizing the differences in boundary conditions due to the presence of the overlying coolant, then the following solution for the critical melt superficial gas velocity to preclude stable crust formation at the melt-water interface is obtained:[2]

\[
j_{crit} = \frac{0.445 \rho_R h_t(T_m - T_{t,frz})}{\delta_{t,min} \rho_{t,c} \Delta e_{t,s}} \left\{ \frac{k_t c_t (T_{t,frz} - T_{sat})}{\delta_{t,min} h_t(T_m - T_{t,frz})} \ln \left( \frac{1 - C_s}{1 - C_s} \right) - 1 \right\}
\]  

(2-135)

where:

\[
\hat{C}_s = \frac{h_{sat}(T_{t,frz} - T_{sat})}{h_t(T_m - T_{t,frz})} \left\{ \frac{1}{\delta_{t,min}} - h_t(T_m - T_{t,frz}) \right\}
\]  

(2-136)

Recall that this solution is only valid when \( h_{sat}(T_{t,frz} - T_{sat}) > h_t(T_m - T_{t,frz}) \); i.e., the thermodynamic conditions at the interface are consistent with crust formation. Thus, when this condition is met and \( j > j_{crit} \), thin crust segments form at the surface, but they are continuously broken up and mixed in with the bulk melt by gas sparging. Under these conditions the upwards heat transfer term \( h_t(T_m - T_t) \) in Eq. 2-18 is evaluated by setting \( T_{t,I} = T_m,frz \), and the melt-side
convective heat transfer coefficient is calculated through Eq. 2-134. Furthermore, the intermittent crust thickness is found from the analog of Eq. 2-83 for the wet cavity case; i.e.,

\[
\hat{C}_1 h_{\text{wat}} \delta_t + \hat{C}_2 \ln \left[ 1 - \frac{\hat{C}_1 h_{\text{wat}} \delta_t}{\hat{C}_2 - \hat{C}_1 k_{t,c}} \right] + \hat{C}_1 t_a = 0
\]  

(2-137)

where:

\[
\hat{C}_1 = \frac{h_{\text{wat}}}{\rho_{t,c} \Delta e_{t,c}} (T_m - T_{t,\text{frz}})
\]  

(2-138)

\[
\hat{C}_2 = \frac{k_{t,c} h_{\text{wat}}^2}{\rho_{t,c} \Delta e_{t,c}} (T_{t,\text{frz}} - T_{\text{sat}})
\]  

(2-139)

As for the dry cavity case, Eq. 2-137 is a non-linear equation for the intermittent crust thickness that is solved using the Newton Raphson technique by first forming:

\[
f = \delta_t + \frac{\hat{C}_2}{\hat{C}_1 h_{\text{wat}}} \ln \left[ 1 - \frac{\hat{C}_1 h_{\text{wat}} \delta_t}{\hat{C}_2 - \hat{C}_1 k_{t,c}} \right] + \frac{\hat{C}_1}{h_{\text{wat}}} t_a = 0
\]  

(2-140)

with convergence obtained when \( f \to 0 \), and:

\[
\frac{df}{d\delta_t} = 1 - \frac{\hat{C}_2}{\hat{C}_2 - \hat{C}_1 k_{t,c} - \hat{C}_1 h_{\text{wat}} \delta_t}.
\]  

(2-141)

Iteration is then performed to find \( \delta_t \) using an approach identical to that outlined around Eq. 2-56. With \( \delta_t \) known through these efforts, the interface temperature is then found from:

\[
T_{t,I} = \frac{k_{t,c} T_{t,\text{frz}} + h_{\text{wat}} T_{\text{sat}}}{k_{t,c} \delta_t + h_{\text{wat}}}
\]  

(2-142)

The critical gas velocity given by Eq. 2-135 constitutes one criterion for onset of stable crust formation at the melt water interface. This expression has been found to reasonably predict breakdown of bulk cooling for most reactor material tests for which the model has been applied. However, in a few instances (i.e., high power density tests), the model under-predicts the critical velocity, leading to prolonged periods of bulk cooling in which the melt temperature falls far below that observed in the tests. To circumvent this shortcoming, a second criterion has been deployed in the code for determining when breakdown of bulk cooling occurs. The underlying premise is that water may begin to intermittently contact the corium surface when the heat transfer rate falls below the critical heat flux limit, and this enhanced surface cooling could lead to breakdown of bulk cooling earlier than that predicted by the critical gas velocity model (Eq. 2-135) that is based solely on area-enhanced film boiling. The specific criterion deployed in the code is that bulk cooling breaks down if the surface cooling rate falls below the following limit that is related to the critical heat flux as:

\[
q_{\text{crit,be}} = C_{\text{crit}} q_{\text{CHF}}
\]  

(2-143)
where $q_{\text{CHF}}$ is the pool boiling critical heat flux and $C_{\text{crit}}$ is a user-specified constant. The critical heat flux is evaluated using the Ivey-Morris modification to Zuber’s correlation, which is presented in the next section along with the description of the overall pool boiling model that is currently deployed in the code. Equation 2-143 is used in conjunction with Eq. 2-135 for determining when bulk cooling terminates; i.e., when either criterion is met, the solution bifurcates to the stable floating crust boundary condition that is described in the next section. The user has the option of setting $C_{\text{crit}} = 0$, in which case the decision regarding whether or not bulk cooling is terminated is based solely on Eq. 2-135. Regardless of the criterion that is used, the effective corium surface area enhancement (calculated from Eq. 2-104) at termination of bulk cooling is saved, and this value is used in the evaluation of the film boiling heat transfer coefficient during the stable crust growth phase. The extent of surface area enhancement is internally limited to a value of 3.0 within the code.

### 2.5.2 Stable Floating Crust Boundary Condition

The final phase of the wet cavity modeling considers the case where thermodynamic conditions are correct for crust formation [i.e., $h_{\text{wat}}(T_{t,\text{frz}} - T_{\text{sat}}) > h_i(T_m - T_{t,\text{frz}})$], but in addition $j < j_{\text{crit}}$ and so the incipient crust segments can bond together to form a mechanically stable configuration, and the crust can then grow to the point where convective heat transfer to the underside of the crust balances that conducted through the crust to the overlying coolant. As noted above, the area enhancement augmentation to the debris cooling rate is set equal to the value saved at the end of the bulk cooling transient in the film boiling model for situations in which film boiling is still the applicable heat transfer mode on the crust surface.

Once stable crust formation is initiated, several different types of heat transfer mechanisms can be activated, depending upon the melt pool thermalhydraulic conditions as well as user-defined modeling assumptions. In any event, a crust growth rate equation is solved. The formulation given immediately below corresponds to the case in which the crust is impermeable to water ingression; the water ingestion case is addressed later in this section.

Utilizing the same overall modeling assumptions that were employed previously for the dry cavity crust modeling case, then the equation governing crust growth at the interface with water present is deduced from Eq. 2-97 as:

$$
\rho_{t,c} \Delta e_{t,c} \dot{\delta}_t = \frac{k_{t,c}}{h_{\text{wat}} \delta_t} \left( h_{\text{wat}} (T_{t,\text{frz}} - T_{\text{sat}}) - Q_{t,c} \dot{\delta}_t \left[ 1 + \frac{h_{\text{wat}} \dot{\delta}_t}{2 k_{t,c}} \right] \right) - h_i(T_m - T_{t,\text{frz}}) \quad (2-144)
$$

Ideally, this equation would be integrated using the crust thickness obtained from the intermittent crust boundary condition solution (i.e., Eq. 2-137) as the initial condition. However, this thickness is usually quite small [i.e., $O(10^{-5} \text{ m})$] and is thus not compatible with a numerically stable solution for typical integration timesteps (e.g., 50-100 ms) when water is present in the cavity and the temperature gradient across the crust is initially large. For this case, the thickness is initialized by examining the form of the growth rate equation as $t \to 0$. Under this condition, the crust thickness is small and so decay heat within the crust is negligible. Furthermore, the heat conduction across the crust to the coolant that drives the growth is much larger than the convective heat transfer from the melt that is acting to retard the growth. Finally, assuming that the crust upper surface
temperature is approximately equal to the coolant saturation temperature, then the crust growth rate equation simplifies to:

\[ \rho_{t,c} \Delta e_{t,c} \dot{\delta}_t \approx \frac{k_{t,c}(T_{fz} - T_{sat})}{\delta_t} \]  

(2-145)

which, upon integration subject to \( \delta_t(t=0)=0 \), yields:

\[ \delta_t(t \to 0) = \sqrt{\frac{2k_{t,c}(T_{fz} - T_{bound})t}{\rho_{t,c} \Delta e_{t,c}}} \]  

(2-146)

The initial condition on Eq. 2-144 is then evaluated from the above expression by setting the time equal to the user-specified timestep for the integration; i.e. \( t = \Delta t \).

The water-side interface temperature and corresponding heat transfer coefficient in Eq. 2-144 are determined through an energy balance at the crust-coolant interface, which is deduced from the analogous dry cavity energy balance (Eq. 2-98) as:

\[ \dot{Q}_{t,c} \delta_t + \frac{k_{t,c}}{k_{t,c} + h_{wat} \delta_t} \left( h_{wat}(T_{fz} - T_{sat}) - \dot{Q}_{t,c} \delta_t \left[ 1 + \frac{h_{wat} \delta_t}{2k_{t,c}} \right] \right) = h_{wat}(T_{t,I} - T_{sat}) \]  

(2-147)

As for the dry cavity case, this energy balance is a non-linear equation for \( T_{t,I} \) that can be solved using the Newton-Raphson technique by first forming:

\[ f = T_{t,I} - T_{sat} - \frac{1}{k_{t,c} + h_{wat} \delta_t} \left( \frac{\dot{Q}_{t,c} \delta_t^2}{2} + k_{t,c}(T_{fz} - T_{sat}) \right) \]  

(2-148)

with convergence obtained when \( f \to 0 \), and:

\[ \frac{df}{dT_{t,I}} = 1 + \frac{\dot{Q}_{t,c} \delta_t^2}{(k_{t,c} + h_{wat} \delta_t)^2} \]  

(2-149)

These equations are solved iteratively to find \( T_{t,I} \) using an approach identical to that outlined around Eq. 2-56, but with \( h_{wat} \) and the corresponding derivative evaluated on the basis of the particular mode of boiling heat transfer that is applicable on the crust surface at any given time. As noted in Section 2.2, a separate conservation of mass equation is solved for the top crust. In particular, the growth rate equation given by Eq. 2-144 allows the crust constituency to be determined as a function of time through Eq. 2-13.

CORQUENCH is coded with a traditional model of the full boiling curve; a depiction is provided in Figure 2-9. This model is described below. Modifications that have been made to account for experimental observations from corium coolability and separate effect experiments are provided at the end of this general description.

After stable crust formation is initiated, film boiling heat transfer is maintained until the crust surface temperature falls below the minimum value required to maintain film boiling. In this case, the film boiling model described above is used to calculate the heat transfer coefficient to the overlying water with the area enhancement factor \( A^* \) set to the value at the end of the bulk cooling
phase. The interface temperature and heat transfer coefficient to the water pool are calculated
through the energy balance given by Eq. 2-147, but with the heat transfer coefficient derivative
function calculated through Eqs. 2-130 to 2-133.

After the crust surface temperature falls below the minimum point, film boiling will break
down and the transition boiling regime will be entered. The surface superheat at the minimum
point is calculated using Henry’s correlation,[58] which is a modification to Berenson’s original
expression[52] for the minimum point to account for coolant subcooling and properties of the
heating surface; i.e.,

\[
\Delta T_{\text{min}} = \Delta T_{\text{min,B}} + 0.42(\Delta T_{\text{min,B}} + \Delta T_{\text{sub}}) \left( \frac{\Delta e}{c_{t,c} - \Delta T_{\text{min,B}}} \right) 0.6 \left( \frac{k_i \rho_i c_i}{k_{t,c} \rho_{t,c} c_{t,c}} \right)
\]  

(2-150)

where Berenson’s correlation for the minimum point is given by:

\[
\Delta T_{\text{min,B}} = 0.127 \frac{\rho_i \Delta e}{k_v} \left( \frac{g(\rho_i - \rho_v)}{\rho_i + \rho_v} \right)^{2/3} \left( \frac{\mu_v}{g(\rho_i - \rho_v)} \right)^{1/3} \sqrt{\frac{\sigma_i}{g(\rho_i - \rho_v)}}
\]  

(2-151)

With the minimum film boiling temperature so specified, the heat flux at the minimum point \( (q_{\text{min}}) \)
is calculated using the above described film boiling model evaluated at this temperature.

Correlations for the heat transfer coefficient in the transition boiling regime are sparse.
Thus, the approach adopted for this work is to calculate the critical heat flux, as well as the surface
superheat at this heat flux. Given this data as well as the minimum film boiling point conditions
calculated as described above, the heat flux is assumed to vary linearly between these two points.
The critical heat flux (CHF) is evaluated using the Ivey-Morris correlation,[56] which is a
modification to Zuber’s classic model[57] to account for the effects of coolant subcooling; i.e.,
In order to specify the surface superheat at CHF, an additional correlation is required. Working from the other side of the boiling curve (see Figure 2-9), the heat flux in the nucleate boiling regime is modeled using the Rohsenow correlation,\(^5\) which is of the form:

\[
q_{nb} = C_{nb} \Delta T_{sat}^3
\]  

(2-153)

where:

\[
C_{nb} = C_{sf}^{-3} \mu_i \Delta e_{hn} \left( \frac{\sigma_i}{g(\rho_f - \rho_v)} \right)^{1/2} \left( \frac{c_i}{\Delta e_{hn}} \right)^3 \left( \frac{c_i \mu_i}{k_i} \right)^{-5.1}
\]  

(2-154)

and \(C_{sf}\) is an empirical factor dependent upon the surface-fluid combination. Although this factor has been determined for many surfaces in contact with water, almost all are metallic. In lieu of data for a water-oxide combination, this constant is internally set at 0.02, which is indicative of a stainless steel-water system.

Given Eq. 2-153, the heat transfer coefficient and the derivative of the coefficient with respect to surface temperature in nucleate boiling are readily deduced as:

\[
h_{wat,nb} = C_{nb} \Delta T_{sat}^2
\]  

(2-155)

\[
\frac{dh_{wat,nb}}{dT_{i,l}} = 2C_{nb} \Delta T_{sat}
\]  

(2-156)

These are the expressions that are required to solve the crust upper surface energy balance equation (see Eqs. 2-147 to 2-149) for the surface temperature and, thereby, the heat flux to the overlying coolant in the nucleate boiling regime. Given these results, then the surface superheat at CHF can be found by equating Eqs. 2-152 and 2-153, which yields:

\[
\Delta T_{CHF} = \left( \frac{q_{CHF}^*}{C_{nb}} \right)^{1/3}
\]  

(2-157)

As previously noted, in this analysis the heat flux in the transition boiling regime is assumed to vary linearly between CHF and the minimum film boiling point, and so:

\[
q_{tran}^* = \left( \frac{q_{min}^* - q_{CHF}^*}{\Delta T_{min} - \Delta T_{CHF}} \right) (\Delta T_{sat}^* - \Delta T_{CHF}^*) + q_{CHF}^*
\]  

(2-158)

The heat transfer coefficient and corresponding derivative in the transition boiling regime are then deduced as:

\[
h_{tran} = \left( \frac{q_{min}^* - q_{CHF}^*}{\Delta T_{min} - \Delta T_{CHF}} \right) \left( 1 - \frac{\Delta T_{CHF}^*}{\Delta T_{sat}^*} \right) + \frac{q_{CHF}^*}{\Delta T_{sat}^*}
\]  

(2-159)

\[
\frac{dh_{tran}}{dT_{i,l}} = \frac{\Delta T_{CHF}^*}{\Delta T_{sat}^*} \left( \frac{q_{min}^* - q_{CHF}^*}{\Delta T_{min} - \Delta T_{CHF}^*} \right) - \frac{q_{CHF}^*}{\Delta T_{sat}^2}
\]  

(2-160)

These are the expressions that are needed to solve the crust energy balance equation for the upper surface temperature and heat flux in the transition boiling regime.

The above description has outlined the general pool boiling model that was originally implemented in CORQUENCH. A brief discussion is now provided on practical applications of
this model, including modifications that were made to account for experimental observations in core coolability experiments.

During initial trials of this model, numerical difficulties were encountered in attempting to resolve the heat flux variation as the crust surface temperature passed through the minimum film boiling point and on into transition boiling; see Figure 2-9. This is due to the fact that for a given heat flux just above the minimum point, there are two valid solutions for the surface temperature: one in the film boiling regime, while the second is in the nucleate boiling regime (see Figure 2-9). This fact caused numerical oscillations during the iteration between the film and transition boiling solutions that were difficult to resolve rationally. On this basis, the logic of the code was modified so that once the surface heat flux fell below the minimum point, film boiling was assumed to break down and the nucleate boiling regime was permanently (i.e., for the balance of the calculation) entered. This change produced numerically stable solutions, and was also not deemed to be significant, as there is a wealth of experiment data that indicates that transition boiling is highly unstable, and once coolant begins to wet the surface, rapid transition to nucleate boiling occurs.

The second significant change that was made was based on the fact that the traditional pool boiling model outlined in Figure 2-9 did not yield cooling behavior that was consistent with both separate effect and reactor material experiments conducted with oxide materials. In particular, the model predicted long periods (i.e., hours) of film boiling heat transfer from the crust upper surface following cavity flooding when applied to MACE coolability experiments.\[15,16\] This is due to the fact that the minimum film boiling heat flux predicted by the models described above for water are quite low; i.e., \(\dot{Q}[100 \text{ kW/m}^2]\) at a surface superheat of \(\Delta T_{sat} = 100 ^\circ \text{C}\). Conversely, the code predicted heat fluxes to the overlying coolant well in excess of this level for extended periods of time, based on the input power levels used in the tests. This prediction can be contrasted with physical observations, which indicated that the corium surface completely darkened a few minutes after cavity flooding, most likely indicating surface quench to the saturation temperature. This observation is further supported by the results of insertable thermocouple measurements that were used to measure the crust upper surface temperature after cavity flooding. This data also indicated that the surface temperature was near \(T_{sat}\).

Other data has been obtained in separate effects tests that are relevant in this application. For example, Moreaux, Chevrier, and Beck\[60\] investigated the effect of the introduction of an insulating material (such as a low thermal conductivity oxide) at the interface between the heated surface and coolant, and found that the thermal resistance acted to destabilize film boiling. In addition, film boiling experiments were conducted by Farmer and Spencer\[61\] with UO\(_2\) and ZrO\(_2\) surfaces, along with a variety of metals. The results of these tests indicated that surface thermal conductivity and roughness have a pronounced effect on film boiling behavior. In particular, breakdown of film boiling occurred at much higher temperatures for porous (i.e., rough) UO\(_2\) and ZrO\(_2\) relative to metal surfaces. In fact, with UO\(_2\) film boiling broke down immediately upon contact with saturated water for initial surface temperatures as high as 600 °C. Although Henry’s correlation\[58\] (viz. Eq. 2-150) predicts the correct trend of increasing minimum film boiling temperature with decreasing surface thermal properties, the correction is not large enough to account for the experimental observations with UO\(_2\) and ZrO\(_2\) surfaces.\[61\]

Based on these various data sources, the pool boiling model in CORQUENCH was modified to reflect early breakdown in film boiling. As noted, available correlations do not
accurately predict the observed boiling behavior for oxidic reactor materials. The conceptual modification that has been made to the boiling curve is shown in Figure 2-9. When the surface heat flux in film boiling falls below CHF, film boiling is assumed to break down and the water contacts the corium surface, leading to an immediate transition to nucleate boiling. The specific criterion used in the code is that film boiling breaks down if the surface cooling rate falls below a limit that is related to CHF as:

\[ q_{\text{crit,fb}} = C_{\text{CHF}} q_{\text{CHF}} \]  

where \( C_{\text{CHF}} \) is a user-specified constant. Although somewhat adhoc, this change in the modeling approach has been found to do a much better job in capturing the debris quenching behavior observed in experiments. The user has the option of setting \( C_{\text{CHF}} = 0 \), in which case the classical film boiling model is recovered. In particular, the code compares the heat flux from the crust to the coolant to both \( q_{\text{min}} \) and \( q_{\text{crit,fb}} \), and if either criterion is met, film boiling is assumed to break down and nucleate boiling is initiated.

2.5.3 Melt Eruption Modeling

Following stable crust formation, the potential exists for additional melt cooling mechanisms to come into play that can augment the debris cooling rate over and above that predicted on the basis of the stable impervious crust model described above. This section addresses the melt eruption cooling mechanism that has been observed in reactor material melt cooling experiments conducted with both limestone/common sand and siliceous concrete types.[66]

To this end, the code has been configured to model melt entrainment through the crust by sparging concrete decomposition gases. The entrained melt is assumed to be quenched in the form of a particle bed that accumulates above the crust. In general, melt dispersal during eruptions is calculated by assuming that the melt entrainment rate is proportional to the gas volumetric flowrate times an entrainment coefficient; i.e.,\[27]\n
\[ j_m = K_{\text{ent}} j \]  

where \( j_m \) is again noted to be the superficial gas velocity of entrained melt into the overlying water pool, and \( K_{\text{ent}} \) is the melt entrainment coefficient. The code has been structured to allow the user to choose between three different modeling options for evaluating \( K_{\text{ent}} \). The first is that the entrainment coefficient is defined as a user-specified input constant, which requires no further explanation.

The second option is that the entrainment coefficient can be calculated using the Ricou-Spalding correlation,[44] which has been found to predict the entrainment rate for a wide variety of fluid systems in different flow geometries. This correlation is of the form:

\[ K_{\text{ent}} = E \left( \frac{\rho_g}{\rho_m} \right)^{1/2} \]  

where \( E \) is a proportionality constant which ranges from 0.06 to 0.12.[44] Based on a literature review and comparison of this correlation with data, a mid-range value of \( E = 0.08 \) has been recommended for analysis of melt eruption behavior during core-concrete interaction for the case of limestone/common sand concrete.[47] As noted in Reference [66], spontaneous eruptions are less pronounced for tests conducted with siliceous concrete. As is evident from Eq. 2-162, the entrainment rate is proportional to the melt sparging rate. Thus, the reduced gas content that is
characteristic of siliceous concrete is consistent with the reduced level of eruptions observed in tests with this concrete type.

The third option for evaluating melt eruption behavior is the model due to Farmer.\textsuperscript{[30]} In this work, existing models developed by Tourniaire and Seiler\textsuperscript{[29]} for the melt entrainment process were extended to include melt solidification and gas flow effects through the crust that develops at the interface between the melt pool and overlying coolant. The physical characteristics associated with this model are outlined in Figure 2-10. The modeling addressed the thermal hydraulic flow, pressure drop, and freezing processes involved with melt ejections through a crust that is permeable to both gas and water flows. These efforts led to analytical solutions for the active melt eruption hole site density through the crust, as well as the average eruption hole diameter and melt mass flowrate through each hole. Given the hole site density and mass entrainment rate through the holes, then the average melt entrainment coefficient through the crust is correlated as:

\[
K_{ent} = \frac{m_h N_h}{h m h}
\]

(2-164)

where \(m_h\) is the mass flowrate through an individual vent hole and \(N_h\) is the crust hole site density.

The one-dimensional momentum equation was solved for a given vent hole to relate the mass flowrate through the hole to the applied hydrostatic head applied by the overlying crust, which yielded the following solution for the hole mass flowrate:

\[
\dot{m}_h = \rho_m u_m \frac{\pi D_h^2}{4} = \frac{\pi \rho_m (\rho_{t,c} - \rho_m) g D_h^4}{128 \mu_m}
\]

(2-165)

where \(D_h\) is the diameter of the vent holes through the crust. Two solutions were developed for the vent hole diameter, depending upon whether or not the crust is permeable to water ingress. For the impermeable crust case, the minimum vent hole diameter to support eruptions is found as:

\[
D_h = \left( \frac{64 \mu_m k_{t,c} (T_{m,frz} - T_{sat})}{c_m (T_m - T_{m,frz}) \rho_m (\rho_{t,c} - \rho_m) g} \right)^{1/3}
\]

(2-166)
Note that the above expression is independent of crust thickness.

The second solution is for the case in which the crust is permeable to water ingress. In this case the solution for the hole diameter is of the form:

\[ D_h = \left( \frac{128 \mu_m q_{sf}'' \delta_i}{c_m (T_m - T_{m,frz}) \rho_m (\rho_{l,c} - \rho_m) g} \right)^{1/3} \]  

(2-167)

where \( q_{sf}'' \) is the heat flux at the inner surface of the vent hole that acts to cool the melt as it passes through the hole. For this case, the crust is assumed to be characterized by a permeability \( \kappa \) and, therefore, a dryout heat flux limit that is denoted \( q_{c,dry}'' \). The heat flux at the inner surface of the tube is then found to be related to the crust dryout limit through the expression:

\[ q_{sf}'' = \left( 1 + \frac{2\delta_h}{D_h} \right) q_{c,dry}'' \]  

(2-168)

where \( \delta_h \) is the dry thermal boundary layer thickness around the vent hole; see Figure 2-10. An energy balance was then carried out that related the heat loss from the melt flowing through the vent hole to the heat sink provided by the permeable crust. These considerations yielded the following transcendental equation for \( \delta_h \) in terms of the crust dryout limit:

\[ \varphi = \xi^{4/3} \ln(\xi) \]  

(2-169)

where:

\[ \xi \equiv 1 + \frac{2\delta_h}{D_h} , \]  

(2-170)

and \( \varphi \) is a dimensionless parameter given by:

\[ \varphi = \frac{k_{l,c} (T_{l,frz} - T_{m,frz})}{(q_{c,dry}''^{4/3})} \left( \frac{c_m (T_m - T_{m,frz}) \rho_m (\rho_{l,c} - \rho_m) g}{16 \mu_m \delta_i} \right)^{1/3} . \]  

(2-171)

Equation 2-169 is solved using the Newton Raphson method by first forming:

\[ f = \varphi - \xi^{4/3} \ln(\xi) \]  

(2-172)

with convergence obtained when \( f \to 0 \), and:

\[ \frac{df}{d\xi} = -\xi^{1/3} \left( 1 + \frac{4}{3} \ln(\xi) \right) . \]  

(2-173)

Iteration is then performed to find \( \xi \) using an approach identical to that outlined around Eq. 2-56. With the thermal boundary layer known through Eq. 2-170, the minimum vent hole diameter to support eruptions for the permeable crust case is evaluated through Eqs. 2-167 and 2-168.

Finally, additional modeling was performed to develop an expression for the melt eruption hole site density through the crust. This analysis considered the thermal hydraulic flow and pressure drop through the parallel flow paths provided by the vent holes and permeable crust structure. These efforts led to the following solution for the hole site density, as well as the fraction of gas flow through the holes that drives the entrainment process:
\[
N_h'' = \left( \frac{4}{\pi D_h^2} \right) \left( \frac{j - (\rho_{i,c} - \rho_m)g\kappa}{\mu_g} \right) \left( \frac{2(\rho_{i,c} - \rho_m)g\bar{\delta}_i}{K_L\rho_g} \right) \left( \frac{(\rho_{i,c} - \rho_m)g\kappa}{\mu_g} \right)
\]

where \(K_L\) is the sum of the form and friction flow loss coefficients through the vent hole; see Reference [30] for details on the evaluation of this parameter using standard methods. Examination of Eq. 2-174 indicates that there is a minimum gas velocity required to maintain active vent holes on the crust surface; i.e.,

\[
j_{\text{min}} = \frac{\kappa(\rho_{i,c} - \rho_m)g}{\mu_g}
\]

Physically, the model indicates that if the crust has sufficient permeability to vent the gas flow from core-concrete interaction through the permeable structure under the applied pressure head due to the overlying crust, then there is no need to open additional flow area through the crust (i.e., eruption hole sites) to vent the gas.

The analytical solutions for the crust hole site density and flow partitioning fraction are functions of the crust permeability, \(\kappa\). Crust permeabilities were measured using percolation tests in the MACE[15,16,62] and OECD/MCCI test series.[19,20] In addition, previous studies with porous beds have related the dryout limit to the bed permeability. In particular, Jones et al.[63] derived the following correlation that has been found to provide a reasonable relationship between the permeability and dryout limit:

\[
\kappa^* = \frac{\kappa \rho_v \Delta e_{hv}(\rho_i - \rho_v)g}{2 \mu_v}
\]

and so:

\[
\kappa = \frac{2 \mu_v q_{c,\text{dry}}^*}{\rho_v \Delta e_{hv}(\rho_i - \rho_v)g}.
\]

This expression is used to evaluate the crust permeability from the dryout limit for use in Eqs. 2-174 and 2-176. Analytical solutions for the dryout limit that are required to complete the modeling for the permeable crust case are provided in the next section.

Equations 2-165 and 2-174 provide the models that are required to evaluate the melt entrainment coefficient through Eq. 2-164. Clearly, if the crust anchors to the cavity sidewalls and separates from the melt pool, then melt eruptions will terminate. The model is set up within the code in this manner. Farmer[30] also performed additional studies to determine the effect of crust anchoring and melt separation on the eruption process. The results indicate that if the melt recontacts the crust after separation, as occurred in several integral debris cooling tests,[1] then the eruption hole site density may be reduced to as little as 5% of that predicted under the floating crust boundary condition that is expected at plant scale. However, this particular feature of the modeling is currently not implemented in the code.
Data from reactor material debris cooling tests\cite{1,47,66} also indicates that the erupted material is rapidly quenched in the form of a discrete layer that gradually accumulates over the crust. Given this rapid quenching process, then the augmentation of the heat flux to the overlying water due to melt eruptions can be evaluated through the following equation:

\[ q_{\text{ent}} = j_m \rho_m \Delta e_{m,\text{sat}} \]  \hspace{1cm} (2-179)

where \( \Delta e_{m,\text{sat}} \) is the enthalpy change upon complete quench of the erupted material from the melt pool temperature down to the coolant saturation temperature. The test data further indicates that the erupted material is rendered in the form of particle bed and lava-type structures with a high degree of porosity. Analysis of these structures\cite{62} indicates that they have extremely high dryout limits that are readily amendable to long-term cooling. Given the assumption that the erupted particulate is distributed as a layer with uniform thickness across the crust, then the overall heat flux to the water as a result of melt solidification and quench as well as decay heat within the bed is evaluated from the equation:

\[ q_{\text{bed}} = j_m \rho_m \Delta e_{m,\text{sat}} + \frac{X_{\text{bed,UO}_2} m_{\text{bed}} q_{\text{dec}}}{A_b} \]  \hspace{1cm} (2-180)

where \( X_{\text{bed,UO}_2} \) is the mass fraction of fuel in the bed, \( A_b \) is evaluated from Eq. 2-5, and \( m_{\text{bed}} \) is given by Eq. 2-17. Given the mass of the particle bed and a user-specified bed porosity \( \alpha_{\text{bed}} \), then the bed height is evaluated through the expression,

\[ H_b = \frac{m_{\text{bed}}}{A_b \rho_{\text{bed}} (1 - \alpha_{\text{bed}})} \]  \hspace{1cm} (2-181)

where \( \rho_{\text{bed}} \) is the theoretical density of the material in the bed and \( \alpha_{\text{bed}} \) is the bed porosity.

As noted earlier, the code currently solves a separate conservation of mass equation for the erupted material that is deposited in the bed so that key parameters such as the mass fraction of fuel within the bed can be calculated. Due to the high dryout limits associated with these formations,\cite{62} decay heat within the bed is assumed to be fully transferred to the overlying coolant. However, the code does perform an additional check to determine if the bed dryout limit could restrict the heat transfer rate from the crust upper surface. Accounting for counter-current flow of noncondensable gases from the core-concrete interaction and the decay heat within the bed itself, then the effective dryout limit evaluated at the particle bed-crust interface is of the form,

\[ q_{\text{eff}} = q_{\text{bed, dry}} - \frac{X_{\text{bed,UO}_2} m_{\text{bed}} q_{\text{dec}}}{A_b} - \rho_v \Delta e_{v,\text{sat}} \int_{T=\text{sat}} T_{\text{bed}} \]  \hspace{1cm} (2-182)

In this equation, note that the flowrate of noncondensable gases through the bed from concrete erosion is evaluated at the coolant saturation temperature, which is based on the assumption that the debris bed is maintained at saturation temperature at all times.

Test data\cite{15,62} indicates that the particle beds formed as a result of melt eruptions are characterized by large particle sizes (i.e., several mm → cm). Thus, the bed dryout limit in the above equation is evaluated using the following correlation developed by Lipinski\cite{43} that is valid for particle sizes \( \geq 1 \) mm,
where $D_{\text{bed}}$ is the (user-specified) average particle size in the bed.

For situations in which the crust is modeled as impervious to water ingression, onset of bed formation by eruptions is assumed to not affect the current boiling regime (i.e., film vs. nucleate) that is applicable on the crust upper surface at the current time. However, the (conduction limited) heat flux from the crust upper surface is checked to see if it exceeds the effective bed dryout limit evaluated through Eqs. 2-182 and 2-183. If this situation develops, the code caps the heat flux from the crust surface at this value. However, analysis shows that even for very deep beds, the bed dryout limit does not inhibit heat removal from the crust. Again, this is due to the fact that the dryout limits predicted by Eq. 2-183 are large (e.g., typically on the order of 1 MW/m² or greater) given the physical characteristics of the particle beds observed in tests.[62] The effect of bed formation on crust cooling for the case in which the crust is permeable to water ingression is described in the next section.

2.5.4 Crust Water Ingression Modeling

After the crust forms, the potential exists for additional cooling to occur by the mechanism of water ingression into the crust that can augment what would otherwise be a conduction-limited heat transfer process. When water ingression occurs, the possibility exists for much thicker crust accumulations to form in comparison to situations in which heat transfer across the crust is conduction-limited. Furthermore, in water-limited scenarios, crust material formed by water ingression may dry out at some point and remelt. Under these conditions, and due to the thickness of the crust accumulations, then heat capacity within the crust needs to be modeled in order to reasonably estimate the crust remelting rate.

This section addresses the modeling options implemented in CORQUENCH to evaluate the water ingression cooling mechanism, as well as the modeling approach to capture heat capacity effects when the crust dries out and remelts.

2.5.4.1 Water Ingression Modeling Approach

The criterion for onset of water ingression into the crust is that the total heat flux from the crust upper surface must fall below the crust dryout limit. Accounting for decay heat within the crust as has been done in the previous sections, then the specific criterion is of the form:

$$q_{c,\text{dry}}^* \geq k_{t,c} \left( T_{t,c} \left( T_{t,c} - T_{\text{sat}} \right) \right) + \frac{\dot{Q}_{t,c} \delta_t}{2} + \rho_v h_{iv} J_{x,v}$$

(2-184)

where, as a reminder, $\dot{Q}_{t,c} = \kappa_{t,c} \rho_{t,c} \dot{q}_{\text{dec}}$. In this equation, the assumption has been made that the noncondensable gas flow from core-concrete interaction is vented uniformly across the extent of the crust. However, note that test data[62] indicates that at least part of these gases are vented at discrete locations through the crust. Thus, the above equation is based on the conservative assumption that the gases can act as a counter-current flow limitation if the flow rate is sufficiently
high. Consistent with the particle bed modeling described above, the gas flow rate is evaluated at coolant saturation temperature.

Equation 2-184 defines the conditions for onset of water ingress. After ingress begins, the physical picture becomes one in which the heat transfer between the remaining melt pool and coolant is controlled by a relatively thin (and dry) thermal boundary layer within the crust at the crust-melt interface, while the upper regions of the crust are maintained near the coolant saturation point. The rate of crust growth in this domain can then be expressed as:

\[ \rho_{t,c} \Delta e_{m,sat} \delta = q_{c,\text{dry}} - \hat{Q}_{t,c} \delta - \rho_{t,liq} \dot{f}_{liq} \rho_{t,liq} \]  

(2-185)

where again \( \Delta e_{m,sat} \) is the corium specific enthalpy change upon quench from \( T_m \) to \( T_{sat} \). Under these conditions, the boundary condition on the melt zone energy balance (Eq. 2-18) remains the same (i.e., the melt is cooled by convective heat transfer to an overlying crust that is maintained at a constant temperature, \( T_{t,frz} \)). However, the heat flux to the overlying water pool approaches a constant that corresponds to the crust dryout limit, \( q_{c,\text{dry}} \).

In terms of methods for evaluating \( q_{c,\text{dry}} \), two options are provided. The first is that the user can specify the crust permeability. In this case, the dryout heat flux is evaluated using the Jones et al. model that is provided in Eq. 2-177. The second option is to use the correlation for the crust dryout limit that was developed as part of the OECD/MCCI SSWICS test series. This correlation is of the form:

\[ q_{c,\text{dry}} = C_{\text{dry}} \left( \frac{\Delta e_{\text{liq}} (\rho_f - \rho_v) g}{V_v} \right)^{5/13} \left( \frac{N k_{t,c} (\Delta e_{\text{sat}})^2}{c_{t,c} \Delta e_{\text{crack}}} \right)^{4/13} \left( \frac{T_{t,frz} - (T_{sat} + \frac{\sigma_{t,f}}{\sigma_{t,ex} E_{t,y}})}{T_{t,frz} - (T_{sat} + \frac{\sigma_{t,f}}{\sigma_{t,ex} E_{t,y}})} \right)^{15/13} \]  

(2-186)

where:

- \( C_{\text{dry}} \) = empirical constant (user-specified),
- \( \Delta e_{\text{sat}} \) = crust specific enthalpy change upon quench from the \( T_{t,frz} \) to \( T_{sat} \),
- \( \Delta e_{\text{crack}} \) = crust specific enthalpy change upon cooldown from \( T_{t,frz} \) to \( T_{crack} \),
- \( \sigma_{t,f} \) = crust tensile strength,
- \( \alpha_{t,ex} \) = crust linear expansion coefficient,
- \( E_{t,y} \) = crust elastic modulus, and
- \( N \) = numerical constant=0.1 K-m\(^{1/2}\),

In this model, the crust temperature at onset of cracking is evaluated through the expression:

\[ T_{crack} = T_{t,frz} - \frac{\sigma_{t,f}}{\sigma_{t,ex} E_{t,y}} \]  

(2-187)

As is evident from this correlation, the crust mechanical properties (tensile strength, elastic modulus, and linear expansion coefficient) are required to evaluate the crust dryout limit. The property subroutines in the code (described in Appendix A) have been set up to calculate these properties based upon the time-dependent crust composition using a volume-weighting method.

Based on the results of the SSWICS test series, this correlation was found to best fit the experimentally measured dryout limits with the empirical constant \( C_{\text{dry}} \) set at 5.5 given the crust
properties calculated by the code. Note however that the SSWICS tests upon which the correlation is based were conducted without gas sparging. Application of the code to integral debris cooling tests\cite{47} indicates that this value must be set to a higher value (i.e., to 9.0) in order to predict the melt-water heat flux and posttest debris morphologies observed in the experiments.

For integrated analyses, water ingestion-driven crust growth will proceed until the dryout limit of the material forming the crust falls below that which can support additional crust growth. At this time, the crust will cease to grow. Thereafter, the crust will act as an interstitial heat transfer medium, with the upper portion of the material quenched and stabilized. A thin thermal boundary layer at the crust/melt interface will control the heat transfer from the melt zone to the overlying water pool. The possibility exists for additional water-ingression driven crust growth to occur later in the accident sequence as the decay heat level and concrete erosion rates decrease. Onset of this late phase cooling behavior is detected by tracking Eq. 2-184 during the course of the calculation.

2.5.4.2 Dryout and Remelting of Crust Material Formed by Water Ingression

If local dryout occurs, then crust material previously quenched and cooled by water ingestion will gradually heat up due to ongoing decay heat within the material, as well as heat transfer from the underlying melt. Due to the thickness of accumulations that can form by this cooling mechanism, sensible heat (i.e. heat capacity) effects need to be modeled in the remelting material. To illustrate this point, note that based on an adiabatic heat transfer analysis, the internal heating rate of BWR core debris a few days after accident initiation is estimated to be of the order of 5 K/minute. Thus, it would take several hours for this material to reheat to the melting point. This section outlines a simple approach that has been implemented in CORQUENCH to capture heat capacity effects during heatup and remelting of material that has been previously quenched to the water saturation temperature $T_{sat}$.

As noted, there are two heat sources that will contribute to debris reheating: i) heat transfer from the underlying melt into the crust within which heat transfer is now limited by conduction since the water has dried out, and ii) decay heat. With respect to evaluating the first item, it is assumed that the crust is a uniform slab initially at a temperature of $T_{sat}$. Upon dryout at time $t=0$, the lower surface is subject to a step change in temperature that corresponds to the crust freezing temperature, $T_{t,frz}$. The conduction-limited heat flux into the crust is then given by the equation:\footnote{H. S. Carslaw and J. C. Jaeger, \textit{Conduction of Heat in Solids}, Oxford University, Oxford, UK (1959).}

$$q'' = \frac{k_{t,c}(T_{t,frz}-T_{sat})}{\sqrt{\pi a t}} \quad (2-188)$$

Combining this heat source with decay heat within the crust, then to first approximation the rate of change of the average crust temperature, $\bar{T}_c$, is governed by

$$\rho_t c_t \delta_t \frac{d\bar{T}_c}{dt} = \frac{k_{t,c}(T_{t,frz}-T_{sat})}{\sqrt{\pi a t}} + \dot{Q}_{t,c} \delta_t \quad (2-189)$$

Integration of this equation subject to the initial condition of $\bar{T}_c(t = 0) = T_{sat}$ yields:
Conversely, once the crust has reheated to the point where a steady state condition has been reached, then the average crust temperature is given by:

\[
\bar{T}_c = T_{sat} + \frac{\dot{Q}_{t,c}}{\rho_t c_t} t + \frac{2(T_{t,frz} - T_{sat})}{\delta_t} \sqrt{\frac{\alpha t}{\pi}}
\] (2-190)

The above equations are implemented within CORQUENCH as follows. Once the coolant dries out, the time is marked within the code, and the average temperature within the crust during the subsequent heatup phase is evaluated through Eq. 2-190. Once the temperature reaches that given by the quasi-steady solution, Eq. 2-191, the heatup calculation is terminated and after that point, the average temperature is evaluated through Eq. 2-191. During both the reheating and steady state heat transfer phases, the specific enthalpy change in the crust during phase change in Eq. 2-144 is evaluated as:

\[
\Delta e_{t,c} = e_t(T_{t,frz}) - e_t(\bar{T}_c)
\] (2-192)

Thus, at the start of the dryout phase, the specific enthalpy change upon melting corresponds to heatup of the crust from the coolant saturation temperature to the crust melting temperature. However, as the crust heats up, the enthalpy change is continuously reduced due to the higher average temperature, resulting in a faster remelting rate. If the crust is reflooded, then the water ingress calculation is restarted using the current crust thickness according to the methods described in Section 2.5.4.1.

### 2.5.5 Crust Anchoring Criterion

After intermittent crust segments forming at the melt-water interface begin to bond together to form a coherent structural assembly, the potential exists for this assembly to anchor to the cavity sidewalls. As observed in various reactor and simulant material coolability tests,[1] an intervening gap can then form between the melt and crust as the interaction proceeds downward if the crust is mechanically stable in the given cavity configuration. In terms of debris coolability, crust anchoring is an important phenomenon to model since melt-crust separation will deactivate the water ingress and melt eruption cooling mechanisms due to the fact that both require melt feedstock to proceed. On this basis, the code has been structured with models capable of evaluating:

1) whether or not a structurally stable anchored crust configuration develops in the given cavity configuration, and if so,

2) the follow-on heat transfer process that occurs between the melt and overlying coolant across the intervening gap.

Models for the crust anchoring aspect of the problem are described in this section, while the heat transfer models are presented in the next section.
For a given cavity span, the minimum crust thickness required for mechanical stability under the combined weights of the overlying water pool, particle bed, and the crust itself is calculated from the following first-order equation given by Roark and Young:

\[
g \left( m_{\text{bed}} + \rho_{\text{crust}} A_{\text{b}} \delta_{\text{t,min}} + m_{\text{wat}} \right) \leq C_{\text{geom}} \sigma_{\text{t,f}} \delta_{\text{t,min}}^2
\]  

(2-193)

where, as a reminder, \( m_{\text{bed}} \) is the particle bed mass (see Eq. 2-17). In addition, \( m_{\text{wat}} \) is the coolant mass over the crust (water inventory modeling is discussed in Section 2.7), and \( C_{\text{geom}} \) is a user-defined constant that is determined by the cavity geometry, crust edge boundary condition, and crust failure model (e.g., \( C_{\text{geom}} = 2.53 \) for the case of brittle failure of a circular plate with simply supported edges\(^{[45]}\)). Finally, \( \sigma_{\text{t,f}} \) is the user-defined effective macroscopic crust strength including the effects of crack structure that forms during quench. As discussed by Lomperski et al.,\(^{[21]}\) the MACE and OECD/MCCI test results indicate that the mechanical strength of a corium crust formed by water quench is in range of 1-3 MPa regardless of the concrete content of the material. This value is approximately two orders of magnitude smaller than that calculated for fully dense, crack free material (viz. \( \sigma_{\text{t,f}} \) in Eq. 2-186). Given Eq. 2-193, then the solution for the minimum crust thickness for mechanical stability in the cavity is found as:

\[
\delta_{\text{t,min}} = \frac{\rho_{\text{crust}} A_{\text{b}} g}{2C_{\text{geom}} \sigma_{\text{t,f}}} + \frac{1}{2} \sqrt{\left( \frac{\rho_{\text{crust}} A_{\text{b}} g}{C_{\text{geom}} \sigma_{\text{t,f}}} \right)^2 + 4g \left( m_{\text{bed}} + m_{\text{wat}} \right) C_{\text{geom}} \sigma_{\text{t,f}}}
\]  

(2-194)

As the calculation evolves, the top crust thickness \( \delta_{\text{t}} \) evaluated via integration of Eq. 2-97 and/or Eq. 2-185 is compared with the value predicted by Eq. 2-194. If the following condition develops:

\[
\delta_{\text{t}} \geq \delta_{\text{t,min}}
\]  

(2-195)

then the crust upper surface elevation is fixed at the position at which this occurs. Thereafter, the location of the upper surface of the melt pool is tracked relative to that at the time crust anchoring to determine if melt-crust separation has occurred. The expression for determining the voided melt pool depth was previously provided as Eq. 2-6. If the initial concrete surface elevation is taken as zero and the effects of axial ablation and bottom surface crust formation are taken into account, then the upper surface elevation of the voided melt pool is found as:

\[
EL_{m,v}(t) = \frac{m}{\rho_{m} A_{\text{b}}(1 - \alpha)} - \eta_{b} + \delta_{b}
\]  

(2-196)

If during the course of the calculation the crust anchoring criterion defined by Eq. 2-195 is met at, say, time \( t = t_{\text{anchor}} \), then the code saves the melt upper surface elevation (which is the same as the anchored crust lower surface elevation) from Eq. 2-196 as \( EL_{\text{anchor}} = EL_{m,v}(t = t_{\text{anchor}}) \), as well as the top crust thickness from the integration of Eq. 2-97 or 2-185 as \( \delta_{t,\text{anchor}} = \delta_{t}(t = t_{\text{anchor}}) \). With these definitions, and additionally factoring in the possibility that the crust could remelt due to radiation across the gap when the crust is separated, then the equation for the time-dependent gap thickness can be written as:

\[
D_{\text{gap}} = \left\{ EL_{\text{anchor}} - EL_{m,v}(t) + \delta_{t,\text{anchor}} - \delta_{t}(t), 0 \right\}
\]  

(2-197)

where the operator \( \langle \bullet, \bullet \rangle \) denotes the larger of the two arguments.
Once the crust is declared to be anchored, it remains that way unless the thickness falls below the minimum value predicted by Eq. 2-194. If this occurs, the crust is declared to float again, and the crust material along with overlying particle bed (if applicable) is repositioned on top of the melt pool. Floating crust boundary conditions are then applied at the melt/crust interface, and tracking is resumed to determine if crust anchoring occurs at some later point in the calculation. Conversely, if the crust remains anchored and the gap thickness given by Eq. 2-197 falls to zero (as might occur due to increased pool swelling), then floating crust boundary conditions are applied at the melt-crust interface as long as contact is maintained.

2.5.6 Anchored Crust Boundary Condition

This section describes the heat transfer modeling between the melt pool and overlying coolant after the crust has separated from the melt to form an intervening gap. The test data\(^{[1]}\) indicates that when this occurs, water does not flood down below the anchored crust to fill the intervening gap. Rather, the concrete decomposition gases appear to continuously purge the gap, preventing water from infiltrating into this region. Thus, gap formation essentially terminates quenching processes by: i) removing the melt feedstock that is required for continuation of the water ingression and melt eruption cooling mechanisms, and ii) introducing an additional radiation heat transfer resistance between the melt and crust that does not normally exist when the melt is in direct contact with the crust.

In terms of modeling the heat transfer from the melt pool to the overlying coolant across the gap, three plausible physical cases have been identified, as outlined below:

1) No lower crust exists over the melt pool, and the upper bridge crust acts as a thermal insulator.
2) A secondary crust forms over the melt pool, while the upper bridge crust acts as a thermal insulator.
3) No lower crust exists over the melt pool, while the upper bridge crust is remelting.

Aside from these three cases, the situation is further complicated by the fact that water ingestion into the crust may be occurring, which requires a modification in the solution methodology relative to that used when the crust is treated as impervious. The impervious crust case is therefore addressed first, followed by a discussion in a subsequent section regarding the modeling changes that are required for the permeable crust case.

2.5.6.1 Impervious Crust Models

In terms of the solution methodology, Case 1) outlined above is solved first. Based on these results, a decision is then made as to whether or not that solution is valid, or if one of the other two cases is appropriate. In particular, if the temperature at the lower surface of the bridge crust is less than the crust freezing temperature, and the melt pool surface temperature is above the melt freezing temperature, then that solution is physically correct. However, if the melt surface temperature is found to be below the freezing point, then the second case is valid and the solution is recalculated accordingly. Finally, if the bridge crust lower surface temperature is above the freezing point, then Case 3) is valid and that case is recalculated. The specific models for each of these three cases are outlined below.
A simplified sketch of the Case 1) impervious crust configuration is provided in Figure 2-11, along with the nomenclature that is used in the following model development. The same simplifying assumptions used above regarding the crust heat transfer characteristics are also used in this stage of the analysis. The quasi-steady heat transfer balances across the melt-gap, gap-crust, and crust-atmosphere interfaces are then of the form:

\[
h_i(T_m - T_L) = h_s(T_L - T_C) \quad (2-198)
\]

\[
h_s(T_L - T_C) = k_{t,c} \frac{(T_C - T_L)}{\delta_t} - \frac{Q_{t,c} \delta_t}{2} \quad (2-199)
\]

\[
k_{t,c} \frac{(T_C - T_L)}{\delta_t} + \frac{Q_{t,c} \delta_t}{2} = h_{sat}(T_L - T_{sat}) \quad (2-200)
\]

where, in this particular application,

\[
h_r = \frac{\sigma_{stef} F_{view}}{1/\varepsilon_m + 1/\varepsilon_{t,c} - 1} \left( T_L^2 + T_C^2 \right) \left( T_L + T_C \right), \quad (2-201)
\]

and \( F_{view} \) is the radiation view factor between the lower melt pool and bridge crust. Under plant conditions where the aspect ratio (viz. crust lateral dimension divided by gap height) → \( \infty \), then \( F_{view} \rightarrow 1 \). However, in many experiments the aspect ratio is \( O(1) \), and so a correction for the view factor between the melt and bridge crust is included in the model to account for this potential

\[4\]These assumptions were: i) quasi-steady heat transfer, ii) spatially independent thermal properties, and iii) and uniform decay heat distribution.
experimental distortion. If the cavity cross section is modeled as a square, then the length of the side is $\sqrt{A_b}$ and the cavity aspect ratio can be defined as:

$$H = \frac{\sqrt{A_b}}{D_{gap}} \quad (2-202)$$

The radiation view factor for the assumed geometry is of the form:[64]

$$F_{\text{view}} = \frac{2}{\pi H} \left\{ \ln \left( \frac{1 + \hat{H}^2}{1 + 2 \hat{H}^2} \right) + 2 \left[ \frac{1}{\sqrt{1 + \hat{H}^2}} \tan \left( \frac{\hat{H}}{\sqrt{1 + \hat{H}^2}} \tan^{-1} \hat{H} \right) \right] \right\} \quad (2-203)$$

Combining Eqs. 2-198 through 2-200 and solving for the crust lower surface temperature yields:

$$T_c = \frac{1}{C_\alpha + C_\beta} \left\{ C_\alpha T_m + C_\beta T_{sat} + \frac{\dot{Q}_{c,d}}{2} \left( 1 + \frac{C_\beta}{h_{\text{wat}}} \right) \right\} \quad (2-204)$$

where:

$$C_\alpha = \frac{h_l h_f}{h_r + h_i} \quad (2-205)$$

$$C_\beta = \frac{k_{1,c} h_{\text{wat}}}{\delta_i h_{\text{wat}} + k_{1,c}} \quad (2-206)$$

Equation 2-204 is a nonlinear expression that can be solved through iteration for the bridge crust lower surface temperature, $T_c$. The solution technique is straightforward but tedious; details are provided in Appendix B, Section B.1. Once the solution for $T_c$ is obtained, the full temperature distribution and heat flux across the boundaries from the melt pool to overlying coolant can be determined through Eqs. 2-198 through 2-200. With this data, the solution is then checked to ensure that $T_L \geq T_{m,frz}$ and $T_C \leq T_{t,frz}$. If these criteria are met, then the solution is declared to be valid and the top boundary temperature $T_t$ in the melt zone energy balance Eq. 2-18 is set to $T_L$. However, if one of the temperature criteria is violated, then additional work is required. The models for the other cases are described below.

Case 2) corresponds to the situation where a secondary crust forms over the melt pool, while the upper bridge crust acts as a thermal insulator. Based on the results of the Case 1) analysis, this case occurs when $T_l < T_{m,frz}$ and $T_C \leq T_{t,frz}$. A sketch of the geometry and nomenclature used for this case is provided in Figure 2-12. The same basic modeling assumptions used in the Case 1) analysis are invoked here, but a few additional simplifications are made in terms of treating the secondary crust that forms over the melt pool. First, the crust thickness is calculated assuming quasi-steady heat transfer, and so a rate equation is not solved. Second, the composition of the crust is assumed to be identical to that of the melt pool. Finally, decay heat in this secondary crust is neglected in the evaluation of the equilibrium crust thickness. The first assumption is motivated by the fact that this secondary crust would develop in the late phase of the accident sequence when
the system is evolving slowly, while the latter two assumptions are motivated by the fact that the crust is expected to remain relatively thin as it is interstitially located between the melt pool and overlying bridge crust in the cavity which is assumed to be devoid of coolant.

With this background, the quasi-steady heat transfer balances across the melt-lower crust, lower crust-gap, gap-upper crust, and upper crust-coolant interfaces are then of the form:

\[ h_r(T_m - T_{m,\text{frz}}) = k_m \frac{(T_{m,\text{frz}} - T_L)}{\delta_L} \]  \hspace{1cm} (2-207)

\[ k_m \frac{(T_{m,\text{frz}} - T_L)}{\delta_L} = h_r(T_L - T_c) \]  \hspace{1cm} (2-208)

\[ h_r(T_L - T_c) = k_{t,c} \frac{(T_C - T_t)}{\delta_t} - \frac{\dot{Q}_{t,c} \delta_t}{2} \]  \hspace{1cm} (2-209)

\[ k_{t,c} \frac{(T_C - T_t)}{\delta_t} + \frac{\dot{Q}_{t,c} \delta_t}{2} = h_{sat}(T_t - T_{sat}) \]  \hspace{1cm} (2-210)

Figure 2-12. Illustration of Geometry and Nomenclature for Case 2 Separated Crust Configuration.

where \( h_r \) is still defined through Eqs. 2-201 and 2-203. Combining the above set of equations and working through the algebra yields the following equation for the crust lower surface temperature:

\[ T_c = \frac{1}{h_r + C_\beta} \left[ h_r T_L + C_\beta \left( T_{sat} + \frac{\dot{Q}_{t,c} \delta_t}{2h_{sat}} + \frac{\dot{Q}_{t,c} \delta_t}{2} \right) \right] \]  \hspace{1cm} (2-211)

where \( C_\beta \) is given by Eq. 2-206. This equation is also a nonlinear expression that can be solved through iteration for the bridge crust lower surface temperature, \( T_c \). The solution technique is provided in Appendix B, Section B.2. Once the solution for \( T_C \) is obtained, the full temperature
distribution and heat flux across the boundaries can be determined through Eqs. 2-207 through 2-210. With this data, the solution for the lower crust thickness is deduced from Eq. 2-207 as:

\[ \delta_L = \frac{k_m (T_{m,frz} - T_L)}{h_r (T_m - T_{m,frz})} \]  \hspace{1cm} (2-212)

Finally, the top boundary temperature \( T_t \) in the melt zone energy balance Eq. 2-18 is set to \( T_{m,frz} \), which completes the specifications for the Case 2) anchored crust boundary condition.

Case 3) corresponds to the situation where the melt pool surface is devoid of a crust, while the lower surface temperature of the bridge crust has risen to the point where it is remelting. Based on the Case 1) analysis results, this case corresponds to the situation in which \( T_L > T_{m,frz} \) and \( T_C > T_{t,frz} \). The geometry and nomenclature used here is the same as that provided in Figure 2-11, with the exception that \( T_C = T_{t,frz} \). The same basic modeling assumptions used in the Case 1) analysis are also utilized. Under these conditions, the quasi-steady heat transfer balances across the melt-gap and crust-coolant interfaces are then:

\[ h_r (T_m - T_L) = h_r (T_L - T_{t,frz}) \]  \hspace{1cm} (2-213)

\[ k_{t,c} (T_{t,frz} - T_l) + \frac{\dot{Q}_{t,c} \delta_t}{2} = h_{wat} (T_t - T_{sat}) \]  \hspace{1cm} (2-214)

where \( h_r \) is given by Eqs. 2-201 and 2-203. From Eq. 2-214, the following expression for the crust upper surface temperature can be obtained:

\[ T_t = \left( \frac{k_{t,c}}{\delta_t} + h_{wat} \right)^{-1} \left[ h_{wat} T_{sat} + \frac{k_{t,c}}{\delta_t} T_{t,frz} + \frac{\dot{Q}_{t,c} \delta_t}{2} \right] \]  \hspace{1cm} (2-215)

This non-linear equation is solved using an iterative technique; details are provided in Appendix B, Section B.3. Once the solution for \( T_t \) is obtained, the heat removal to the overlying water pool from the crust upper surface can be determined. Since the crust bottom surface temperature is fixed at the melting point, the energy balance from the melt pool to the lower surface of the crust is solved as a separate problem (see Appendix B, Section B.3) to obtain \( T_L \) and thereby the heat flux across the gap to the underside of the crust. The top boundary surface temperature in the melt zone energy balance equation (i.e., \( T_t \) in Eq. 2-18) is then set equal to \( T_L \). Finally, the crust thermal loading term in Eq. 2-144 that drives the remelting process is redefined from \( h_r (T_m - T_{m,frz}) \), which is the applicable boundary condition when the melt is in contact with the crust, to \( h_r (T_m - T_L) = h_r (T_L - T_{t,frz}) \), which is the applicable condition across the intervening gap.

2.5.6.2 Permeable Crust Models

The above section has outlined the methods used to evaluate the heat transfer to the overlying coolant in the case of an anchored impervious crust boundary condition. This section provides details of the modeling changes that are needed when the crust is not only anchored but also cooled by water ingestion.

The equation governing crust growth under floating crust boundary conditions when the crust is permeable to both gas and water flows was previously defined in Eq. 2-185. Based on this
expression, then the effective heat removal rate from the bottom surface of the crust due to water ingression is deduced as:

\[ q_{\text{eff}} = q_{c,\text{dry}} - \rho v C_v \frac{T_{\text{sat}}}{h_{\text{frz}}} \]  

(2-216)

Note that this equation accounts for the effects of both decay heat within the crust as well as the counter-current flow of non-condensable gases from concrete erosion on the net surface cooling rate. Once the crust separates from the melt, this expression defines the effective limit on the heat sink that the permeable crust can provide for removing the heat that is radiated across the gap without remelting. In order to evaluate the heat transfer across the gap in a manner that is consistent with the logic structure developed for the impervious crust case, the permeable heat sink is assumed to be characterized by an effective heat transfer coefficient that is defined as:

\[ h_{\text{eff}} = \frac{q_{\text{eff}}}{T_{\text{sat}} - T_{\text{frz}}} \]  

(2-217)

Thus, for a given surface temperature at the bottom of the crust, the heat removal rate to the overlying coolant is evaluated as:

\[ q^{n'} = h_{\text{eff}} (T_{\text{c}} - T_{\text{sat}}) ; \quad T_{\text{sat}} \leq T_{\text{c}} \leq T_{\text{t,frz}} \]  

(2-218)

Using this approach, then as \( T_{\text{c}} \rightarrow T_{\text{t,frz}} ^{-} \), \( q^{n'} \rightarrow q_{\text{off}} \) and so the correct form of the heat sink is recovered for the permeable crust boundary condition.

Using this basic idea, then the overall solution methodology for the permeable crust case is basically identical to that described in Section 2.5.6.1, but with the heat sink provided by the permeable crust defined as in Eq. 2-218. In particular, for Case 1) the heat balances across the melt-gap and gap-crust interfaces simplify to:

\[ h_{i} (T_{\text{m}} - T_{L}) = h_{i} (T_{L} - T_{C}) \]  

(2-219)

\[ h_{r} (T_{L} - T_{C}) = h_{\text{off}} (T_{C} - T_{\text{sat}}) \]  

(2-220)

These two expressions can be combined to yield the following equation for the crust lower surface temperature:

\[ T_{C} = \frac{C_{a} T_{m} + h_{\text{eff}} T_{\text{sat}}}{C_{a} + h_{\text{eff}}} \]  

(2-221)

where \( C_{a} \) is defined in Eq. 2-205. This nonlinear equation is solved for the crust lower surface temperature using an iterative technique; details are provided in Appendix B, Section B.4. Once the solution for \( T_{C} \) is obtained, the full temperature distribution and heat flux across the boundaries can be determined from Eqs. 2-219 and 2-220. As for the impervious crust case, the solution is then checked to ensure that \( T_{L} \geq T_{\text{m,frz}} \) and \( T_{C} \leq T_{\text{t,frz}} \). If these criteria are met, then the solution is valid and the top boundary temperature \( T_{t} \) in the melt zone energy balance Eq. 2-18 is set to \( T_{L} \). However, if one of the temperature criteria is violated, then additional work is required. The models for the other two cases are described below.

Case 2) corresponds to the situation where a secondary crust forms over the melt pool, while the upper bridge crust acts as a permeable heat sink. Employing the same assumptions as used in the impervious crust case for the lower crust modeling, then the heat flux balances across the melt-lower crust, lower crust-gap, and gap-upper crust interfaces are of the form:
These equations can be solved in closed form; i.e.,

\[ T_C = T_{sat} + \frac{h_i(T_m - T_{m,frz})}{h_{eff}} \]  

(2-225)

\[ T_L = \left( \frac{h_i(T_m - T_{m,frz})}{\Omega_r} + T_C^4 \right)^{1/4} \]  

(2-226)

where:

\[ \Omega_r = \frac{\sigma_{stef} F_{view}}{1/\varepsilon_m + 1/\varepsilon_{t,c} - 1} \]  

(2-227)

and the solution for \( \delta_L \) was previously given as Eq. 2-212. With these expressions, the top boundary temperature \( T_t \) in the melt zone energy balance Eq. 2-18 is set to \( T_{m,frz} \), which completes the specifications for the Case 2) anchored permeable crust boundary condition.

Case 3) corresponds to the situation where the melt pool surface is devoid of a crust, while the lower surface temperature of the permeable bridge crust has risen to the point where it is remelting. Based on the Case 1) results, this situation arises when \( T_L > T_{m,frz} \) and \( T_C > T_{t,frz} \). The heat transfer balances across the melt-gap interface are then of the form:

\[ h_i(T_m - T_L) = h_r(T_L - T_{t,frz}) = \Omega_r (T_L^4 - T_{t,frz}^4) \]  

(2-228)

This is a quartic equation for \( T_L \) which has a closed form solution that is provided as Eqs. B-17 to B-21 in Appendix B. To utilize that result in the current application, the temperature scaling variable (Eq. B-18) is redefined as:

\[ T_u = \left( \frac{h_i T_m}{\Omega_r} + T_{t,frz}^4 \right)^{1/4} \]  

(2-229)

Given this solution, the upper surface temperature \( T_t \) in the melt zone energy balance (Eq. 2-18) is set to \( T_L \), and the heat flux across the gap is calculated from Eq. 2-228. Finally, the crust thermal loading term in the permeable crust growth rate equation (Eq. 2-185) is redefined from \( h_i(T_m - T_{m,frz}) \), which is applicable when the melt is in contact with the crust, to \( h_i(T_m - T_L) \), which is applicable when the melt is in contact with the crust, to \( h_i(T_m - T_{t,frz}) \), which is the applicable boundary condition across the gap.

### 2.6 Auxiliary Relationships

This section documents various ancillary correlations and models that are utilized within CORQUENCH for calculating core debris coolability under ex-vessel accident conditions.
2.6.1 Melt Void Fraction Models

Melt void fraction is important in terms of evaluating the overall cavity erosion profile in 2-D cavity configurations. Moreover, for 1-D experiments the extent of melt voiding is also important in determining the location where the crust anchors to the test section sidewalls. On this basis, several correlations have been implemented in the code for calculating melt void fraction to provide user flexibility. These correlations include those due to Brockmann et al.\textsuperscript{[35]} Wallis\textsuperscript{[36]} and Kataoka and Ishii.\textsuperscript{[37]} However, it is of interest to note that Tourniaire, Dufour, and Spindler\textsuperscript{[65]} have developed a mechanistic model for foam formation due to gas sparging in an effort to explain large melt void fractions observed in reactor material tests conducted with limestone/common sand concrete.\textsuperscript{[12,66]} This model was published late in the OECD/MCCI-2 program and so there was insufficient time to implement that model in the version of the code that is described in this report.

The model of Brockmann et al.\textsuperscript{[35]} is based on pool swell data obtained with sparged stainless steel melts. This correlation is of the form:

\[
\alpha = 0.128 \left( \frac{g \mu_m^4}{\rho_m \sigma_m^3} \right)^{-0.0207} \left( \frac{\rho_m}{g \sigma_m} \right)^{-0.25} \left( \frac{j}{j_o} \right)^{0.584} \tag{2-230}
\]

The correlation due to Wallis\textsuperscript{[36]} is written in terms of a dimensionless gas flow velocity that is defined as:

\[
j = \frac{j}{j_o} \quad j_o = 1.18 \left( \frac{g \sigma_m (\rho_m - \rho_g)}{\rho_m^2} \right)^{0.25} \tag{2-231}
\]

The correlation for the pool void fraction is then of the form:\textsuperscript{[36]}

\[
\alpha = \frac{1}{2} \left( 1 - \sqrt{1 - 4 \hat{j}} \right) \tag{2-232}
\]

This correlation is only valid for bubbly flow conditions, and so \(\hat{j}\) is capped at 0.24 in the code, which limits the peak void fraction predicted by this model to 40 %. For assumed corium properties of \(\sigma_m = 0.6 \text{ N/m}\) and \(\rho_m = 6000 \text{ kg/m}^3\), \(j_o\) is evaluated as 20 cm/sec from Eq. 2-231, and so the 40 % void fraction limit is reached at a melt superficial gas velocity of \(~ 5 \text{ cm/sec}\).

The correlation of Kataoka and Ishii\textsuperscript{[37]} is also based on the definition of a dimensionless gas flow velocity that is defined slightly differently in comparison to the Wallis definition; i.e.,

\[
j = \frac{j}{j_o} \quad j_o = \left( \frac{g \sigma_m (\rho_m - \rho_g)}{\rho_m^2} \right)^{0.25} \tag{2-233}
\]

For \(\hat{j} \leq 0.5\), the flow regime is bubbly and the correlation for the void fraction is of the form:

\[
\alpha = \frac{\hat{j}}{C_o \hat{j} + \sqrt{2}} \tag{2-234}
\]

where:
\[ C_o = 1.2 - 0.2 \sqrt{\frac{\rho_g}{\rho_m}} \]  

For \( j > 0.5 \), the flow regime is churn turbulent, and the particular form of the void fraction correlation depends upon a viscosity number that is defined as:

\[ N_\mu = \frac{\mu_m}{\rho_m \sigma_m \sqrt{\frac{\sigma_m}{g(\rho_m - \rho_g)}}} \]  

Thus, for \( N_\mu < 2.25 \cdot 10^{-3} \), the void fraction correlation is:

\[ \alpha = \frac{1}{C_o + \frac{0.03}{C_1 C_2 \hat{j}}} \]  

where:

\[ C_1 = \left( \frac{\rho_g}{\rho_m} \right)^{0.157} \]  

\[ C_2 = N_\mu^{0.562} \]  

Conversely, for \( N_\mu \geq 2.25 \cdot 10^{-3} \), the correlation is written as:

\[ \alpha = \frac{1}{C_o + \frac{0.92}{C_1 \hat{j}}} \]  

### 2.6.2 Melt Pool Sparging Gas Bubble Diameter Correlations

Two options have been provided for evaluating the radius of gas bubbles sparging through the melt pool. The bubbles are generated at the core-concrete interface as a result of concrete decomposition and erosion. The first model is thus based on the concept that the gas bubble size is limited by Taylor instability\[^{[53]}\] as the gas pockets form and grow beneath the dense, overlying core material at the interface. The critical wavelength of the Taylor instability was defined earlier in Eq. 2-123. Since two bubbles grow in an area of the surface defined by \( \lambda_{crit}^2 \) at any given time, the bubble radius is taken equal to \( \frac{1}{4} \) the wavelength; i.e.,

\[ R_{bub} = \frac{\lambda_{crit}}{4}; \quad \lambda_{crit} = 2\pi \sqrt{\frac{\sigma_m}{g(\rho_m - \rho_g)}} \]  

The second method for calculating the gas bubble radius is based on an unpublished model developed by the author. In this work, the effect of local gas release at the melt-concrete interface on bubble formation, growth and departure in a viscous fluid is examined. The bubble spacing on the interface is again assumed to be controlled by Taylor instability, with two bubbles growing in an area of the surface equal to \( \lambda_{crit}^2 \) at any given time. Local gas release is treated as the source term driving bubble growth; the ideal gas law is used to calculate the gas pressure in the expanding
bubble, and the Rayleigh equation\textsuperscript{[67]} is then solved to find the bubble radius as a function of time under the assumption that viscous forces control the radial expansion rate. A second momentum equation\textsuperscript{[68,69]} is then solved for the bubble center-of-mass elevation above the concrete surface under a quasi-steady assumption in which the bubble buoyancy force is balanced by viscous drag force as the bubble lifts away from the interface. The bubble departure time is then determined by setting the equation for the center-of-mass height above the surface equal to the bubble radius equation. These considerations yield the following solution for the bubble radius at departure from the core-concrete interface:

\[
R_{\text{pub}} = \left( \frac{21}{g(\rho_m - \rho_g)} \right)^{2/5} \left( \frac{9 \mu_m \rho_g R_{\text{ideal}} T_{\text{dc}} j^2 \lambda_{\text{crit}}^2}{64 \pi \mu M_g} \right)^{1/5}
\]  

(2-242)

The bubble radius given by this equation is then assumed to equal that sparging through the bulk of the melt pool. The model predicts that the departure radius increases with increasing melt superficial gas velocity \((j)\) and melt viscosity \((\mu_m)\). To maintain a physically plausible solution as \(j \to 0\), the bubble radius predicted by this correlation is compared with that given by Eq. 2-241, and the larger of the two values is used as the solution for the radius at any time. In practice, for a melt sparging rate of a few centimeters per second, Eq. 2-242 can predict a departure radius that is approximately an order of magnitude larger than that predicted by Eq. 2-241 (i.e., centimeters vs. millimeters) for viscous melt conditions.

2.6.3 Melt-Concrete Heat Transfer Coefficient Models

The heat transfer coefficient at the melt/concrete interface can be selected from a variety of options, including: i) the Bradley bubble agitation heat transfer model developed for core-concrete interactions,\textsuperscript{[39]} ii) gas film models similar to those deployed in CORCON Mod3,\textsuperscript{[41]} and iii) empirical correlations by Sevon\textsuperscript{[42]} developed on the basis of the CCI test results. Additional details regarding each of these models, as well as how the models are implemented in the code, are provided below.

2.6.3.1 Bradley Slag Film Model

Bradley\textsuperscript{[39]} modified the bubble agitation heat transfer model of Kutateladze and Malenkov\textsuperscript{[40]} to account for the thermal resistance of the slag film produced at the core-concrete interface as a result of the ablation process. Although Bradley’s analysis was fairly detailed, he found the presence of the slag layer at the interface effectively reduced the convective heat transfer coefficient predicted by the Kutateladze-Malenkov model by a fraction that was a weak function of melt composition and temperature. In particular, the heat flux at the bottom of the melt pool is:

\[
q_b^* = h_b (T_m - T_{dc})
\]

(2-243)

where:

\[
h_b = C_{\text{slag}} h_{KM}
\]

(2-244)

and \(C_{\text{slag}}\) is a constant and \(h_{KM}\) denotes the Kutateladze-Malenkov heat transfer coefficient that was previously defined in Eqs. 2-72 and 2-73. The explicit expression for \(h_b\) is thus of the form:
where the nomenclature in the above expression was defined earlier following Eq. 2-72. Bradley found that $C_{slag} = 0.29 \pm 0.07$ regardless of whether the melt was composed of steel or core oxide. Factoring in all the other uncertainties associated with this type of analysis, Bradley’s recommendation was that $C_{slag}$ should be set to 0.29 regardless of melt composition or temperature. The model has been implemented in the code consistent with this recommendation.\(^5\)

Although this correlation has been presented for the case of axial heat transfer, the user can also select this same model for calculating heat transfer to the concrete sidewalls for situations in which the 2-D cavity erosion model has been selected.

Note that aside from material properties, the Kutateladze-Malenkov\(^40\) correlation that forms the backbone of Bradley’s model is a function of the melt superficial gas velocity, which in turn is a function of the heat transfer coefficient to the core-concrete interface. Thus, a coupling exists that makes straightforward application of the model difficult. In order to recast the correlation in a form that is amendable to forward integration while maintaining key modeling features, a quasi-steady concrete erosion sub-model is used to relate the gas sparging rate to the heat flux at the core-concrete interface. From Eq. 2-20, the desired relationship is deduced as:

\[
j = \frac{\chi_g \rho_{con} \eta_b}{\rho_g} = \left( \frac{\chi_g}{\rho_g} \right) \frac{h_b (T_m - T_{de})}{e_{con,d}} \tag{2-246}\]

where \( \chi_g = \chi_{con,CO_2} + \chi_{con,H_2O} \) is the total gas content of the concrete, and the density of the decomposition gas mixture \( \rho_g \) is evaluated at \( T_{de} \) through Eqs. 2-75 to 2-78. Substitution of Eq. 2-246 into 2-245 and solving yields the following alternative formulation for \( h_b \):

\[
h_b = \begin{cases} 
1.5 \cdot 10^{-3} C_{slag} \left( \frac{c_m P_J}{k_m g} \right)^{2/3} \frac{k_m}{L_x} ; & j < j_r \\
1.5 \cdot 10^{-3} C_{slag} \left( \frac{c_m P_J}{k_m g} \right)^{2/3} \left( \frac{j_r}{j} \right)^{1/2} \frac{k_m}{L_x} ; & j \geq j_r 
\end{cases} \tag{2-247}
\]

where:

\(^5\)The constant \( C_{slag} \) is set to 0.29 for cases in which the user has selected either the quasi-steady concrete ablation model (Section 2.3.1) or the fully developed concrete dryout model (Section 2.3.2). For the transient dryout model (Section 2.3.3), the constant is set according to current state of the boundary condition at the interface. In particular, as the concrete surface heats up prior to ablation, \( C_{slag} \) is set to 1.0. Once ablation starts, \( C_{slag} \) is set to 0.29 if the slag is assumed to continuously drain through the crust. However, if the slag is assumed to accumulate as a continuous film beneath the crust, then \( C_{slag} \) is maintained at 1.0 as long as that boundary condition is applicable since the surface heat transfer model treats the slag film interfacial heat transfer resistance directly.
\[ C_\beta = 1.5 \cdot 10^{-3} C_{\text{slag}} \left( \frac{c_m P}{k_m g} \right)^{2/3} \frac{k_m}{L_s} \]  

(2-248)

\[ C_\varphi = \frac{X_g}{\rho_g e_{\text{con,d}}} \]  

(2-249)

and the expression \( j = C_\varphi h_b (T_m - T_{dc}) = \left[ C_\beta C_\varphi (T_m - T_{dc}) \right]^{3/5} \) is used to determine if the superficial gas velocity lies above or below the transition velocity \( j_\beta \). Equation 2-247 is an alternative formulation of Bradley’s correlation\[39\] that has been recast with the melt temperature as the primary dependent variable, as opposed to the superficial gas velocity. This is the form of Bradley’s model currently implemented in the code.

### 2.6.3.2 Gas Film Models

The second modeling options for evaluating the heat transfer to concrete surfaces are simplified versions of the gas film models that are implemented in CORCON Mod3.\[41\] An illustration of the physical situation and nomenclature for this case is provided in Figure 2-13. The concrete decomposition gases are envisioned to produce a gas film that blankets the concrete surface. Heat transfer across the film is by convection and radiation. Whether or not a crust forms at the melt-film interface is determined by first solving the energy balance across the interface assuming that the crust is absent [e.g., see Figure 2-13(a)]. If this problem yields a solution for which \( T_i > T_{frz} \), then that solution is valid and no further action is required. However, if \( T_i < T_{frz} \), then the problem is recalculated with an interstitial crust at the interface [see Figure 2-13(b)], and the corresponding crust thickness is evaluated as part of the solution. The models differ depending upon whether or not the surface is horizontal or vertical, and so these two cases are addressed separately below.

For the axial situation in which a crust is absent, the energy balance across the film-melt interface is of the form:

\[ q_b = h_r (T_m - T_i) + h_g (T_i - T_{dc}) = h_r (T_i - T_{dc}) \]  

(2-250)

where \( h_r \) and \( h_g \) are the radiation and convection heat transfer coefficients across the gas film, respectively, and \( h_m \) is the melt side convection coefficient. For this work \( h_m \) is again evaluated with the Kutateladze-Malenkov\[40\] correlation using the previously described modification that allows the correlation to be expressed in terms of melt temperature as opposed to gas velocity. For the gas film model, the effect of the slag film that arises during ablation is neglected.\[41\] Thus, \( C_{\text{slag}} \) is set to 1.0 in Eq. 2-245. In addition, the relationship between the gas sparging rate and melt temperature is redefined from Eq. 2-246 in terms of the current boundary temperature as:

\[ j = \frac{X_g}{\rho_g} \frac{h_m (T_m - T_i)}{e_{\text{con,d}}} \]  

(2-251)

With these modifications, the correlation for \( h_m \) is deduced as:


\[ h_m = \begin{cases} 
C_\beta C_\xi^2 (T_m - T_i)^2, & j < j_{tr} \\
C_\beta^{6/5} C_\xi^{4/5} j_{tr}^{3/5} (T_m - T_i)^{1/5}, & j \geq j_{tr} 
\end{cases} \quad (2-252) \]

where:

\[ C_\beta = 1.5 \cdot 10^{-3} \left( \frac{c_m P_f}{k_m g} \right)^{2/3} \frac{k_m}{L_\lambda} \quad (2-253) \]

and \( C_\xi \) is as defined in Eq. 2-249. Recall that for the purposes of evaluating \( h_m \), the expression \( j = \left[ C_\beta C_\xi (T_m - T_i) \right]^3 \) is used to determine if the gas velocity lies above or below the transition velocity \( j_{tr} = 4.3 \cdot 10^{-4} \sigma_m / \mu_m \) at the interface.

\[ \text{Figure 2-13. Illustration of the Basic Features of the Gas Film Model}^{[44]} \text{ a) Without and} \]
\[ \text{b) With Crust Formation at the Melt-Film Interface.} \]

On the gas film side, the radiation heat transfer coefficient across the gap is defined as:

\[ h_r = \Omega_r \left( T_i^2 + T_{dc}^2 \right) \left( T_i + T_{dc} \right) \quad (2-254) \]

where for this case:

\[ \Omega_r = \frac{\sigma_{stef}}{1/\varepsilon_m + 1/\varepsilon_{con} - 1} \quad (2-255) \]

Finally, the convection coefficient on the gas side is evaluated using a model that is based on Taylor instability theory; i.e., \([67,68]\)

\[ h_g = C_\alpha \frac{k_g}{L_\mu} \text{Re}^{-1/3} \quad (2-256) \]

where \( C_\alpha \) is an empirical constant that is set equal to 0.326 according to the work of Alsmeyer and Barleon,\([70]\) and:

\[ L_\mu = \left( \frac{\mu_g^2}{g \rho_g (\rho_m - \rho_g)} \right)^{1/3} \quad (2-257) \]
\[ \text{Re} = \frac{\rho_g J L_\lambda}{\mu_g} \quad (2-258) \]

The Laplace constant \( L_\lambda \) in this expression was previously defined in Eq. 2-73. The model for \( h_g \) is also a function of gas velocity, and so Eq. 2-251 is used to redefine this expression in terms of melt temperature. The correlation thus takes on two different forms, depending upon where \( j \) lies with respect to \( j_{tr} \); i.e.,

\[ h_g = \begin{cases} 
\frac{C_\gamma}{C_\beta C_\xi (T_m - T_I)}; & j < j_{tr} \\
\frac{C_\gamma}{\left[ C_\beta C_\xi \sqrt{J_{tr} (T_m - T_I)} \right]^{2/5}}; & j \geq j_{tr}
\end{cases} \quad (2-259) \]

where:

\[ C_\gamma = C_a \frac{k_g}{k_\mu} \left( \frac{\mu_g}{\rho_g L_\lambda} \right) \quad (2-260) \]

With this collection of information, the transcendental equation for the interface temperature under the conditions in which \( j < j_{tr} \) is found as:

\[ T_I - T_{dc} = \frac{C_\beta^4 C_\xi^3}{C_\gamma} \left( T_m - T_I \right)^4 - \frac{C_\beta C_\xi}{C_\gamma} \left( T_I - T_{dc} \right) (T_m - T_I) \quad (2-261) \]

This equation is solved using the Newton-Raphson technique by first forming:

\[ f = T_I - T_{dc} - \frac{C_\beta^4 C_\xi^3}{C_\gamma} \left( T_m - T_I \right)^4 + \frac{C_\beta C_\xi}{C_\gamma} \left( T_I - T_{dc} \right) (T_m - T_I) \quad (2-262) \]

with convergence obtained when \( f \to 0 \), and:

\[ \frac{df}{dT_I} = 1 + \frac{4C_\beta^4 C_\xi^3}{C_\gamma} \left( T_m - T_I \right)^3 + \frac{C_\beta C_\xi}{C_\gamma} \left( 4T_I^3 (T_m - T_I) - (T_I^4 - T_{dc}) \right) \quad (2-263) \]

Given these expressions, iteration is performed to find \( T_I \) using an approach identical to that outlined around Eq. 2-56. The solution for \( T_I \) is then used to calculate the gas velocity from \( j = \left[ C_\beta C_\xi (T_m - T_I) \right]^{3/5} \). If this result is \( < j_{tr} \), then the solution for \( T_I \) is valid and a second decision is then made as to whether or not a crust exists at the interface based on this temperature. That scenario is addressed later in this section. However, if \( j > j_{tr} \), the equations are solved a second time to obtain the solution with the correct form of \( h_m \). For this case, the transcendental equation for \( T_I \) takes the form:

\[ T_I - T_{dc} = \frac{C_\beta^{8/5} C_\xi^{3/5} J_{tr}^{4/5}}{C_\gamma} \left( T_m - T_I \right)^{8/5} - \frac{\Omega_r \left( C_\beta C_\xi \right)^{2/5} J_{tr}^{1/5}}{C_\gamma} \left( T_I^4 - T_{dc}^4 \right) (T_m - T_I)^{2/5} \quad (2-264) \]

This equation is also solved with the Newton-Raphson technique by forming the expressions:

\[ f = T_I - T_{dc} - \frac{C_\beta^{8/5} C_\xi^{3/5} J_{tr}^{4/5}}{C_\gamma} \left( T_m - T_I \right)^{8/5} + \frac{\Omega_r \left( C_\beta C_\xi \right)^{2/5} J_{tr}^{1/5}}{C_\gamma} \left( T_I^4 - T_{dc}^4 \right) (T_m - T_I)^{2/5} \quad (2-265) \]
\[
\frac{df}{dT_i} = 1 + \frac{\Omega_r \left( C_\beta C_\zeta \right)^{2/5} j_{tr}^{4/5}}{C_\gamma} \left\{ 4T_i^3 (T_m - T_i)^{2/5} - \frac{2}{5} (T_i^4 - T_{dc}^4) (T_m - T_i)^{-3/5} \right\}
\]
\[+ \frac{8C_\beta^{6/5} C_\zeta^{3/5} j_{tr}^{4/5}}{5C_\gamma} (T_m - T_i)^{3/5} \tag{2-266}\]

With these expressions, iteration is performed to find \(T_i\) using the approach outlined around Eq. 2-56. The solution for \(T_i\) is then compared to the melt freezing temperature \(T_{m,frz}\) to determine the next step in the solution methodology. For situations in which \(T_i \geq T_{m,frz}\), the solution is valid and the downward heat transfer term \(h_b(T_m - T_b)\) in the melt energy balance equation (Eq. 2-18) is evaluated by setting \(T_b = T_{dc}\), with the effective heat transfer coefficient from the melt pool to the concrete set as:

\[
h_b = \frac{h_m(T_m - T_i)}{T_m - T_{dc}} \tag{2-267}\]

For situations in which \(T_i < T_{m,frz}\), the solution is recalculated with an interstitial crust placed at the interface of the melt pool and gas film. The crust thickness is then calculated as part of the solution. Consistent with the implementation of the gas film model in CORCON\textsuperscript{[41]}, when this particular model is employed the following assumptions are made regarding the crust growth process at the interface: i) the growth is quasi-steady so that at any time conduction heat transfer across the crust balances convection to the crust interface, ii) the crust is thin and so decay heat within the crust can be neglected, and iii) the composition of the crust is the same as that of the melt. Under these assumptions the heat balances across the melt-crust and crust-film interfaces are of the form:

\[
h_m(T_m - T_{m,frz}) = k_m \frac{(T_{m,frz} - T_i)}{\delta_b} \tag{2-268}\]
\[k_m \frac{(T_{m,frz} - T_i)}{\delta_b} = h_f(T_i - T_{dc}) + h_g(T_i - T_{dc}) \tag{2-269}\]

Since the boundary temperature on the melt side of the interface is fixed at the freezing temperature, then the heat flux to that interface is also fixed for a given melt temperature. For this case the quasi-steady heat transfer assumption is also used to relate the gas sparging rate to the surface heat flux; i.e.,

\[
j = \left( \frac{\alpha_g}{\rho_g} \right) h_m(T_m - T_{m,frz}) = C_\zeta h_m(T_m - T_{m,frz}) \tag{2-270}\]

The Kutateladze-Malenkov correlation for the melt-side convective heat transfer coefficient then becomes:

\[
h_m = \begin{cases} 
C_\beta C_\zeta^2 (T_m - T_{m,frz})^2; & j < j_{tr} \\
C_\beta^{6/5} C_\zeta^{1/5} j_{tr}^{4/5} (T_m - T_{m,frz})^{1/5}; & j \geq j_{tr} 
\end{cases} \tag{2-271}\]

where the gas velocity check is performed with \(j = \left[ C_\beta C_\zeta (T_m - T_{m,frz}) \right]^3 \). For cases in which \(j \leq j_{tr}\), then this is the gas velocity used in the evaluation of the gas film convection heat transfer coefficient which, from Eq. 2-256, can be expressed as \(h_g = C_\gamma / j^{1/3}\). With this background, then
for the case in which \( j < j_r \), the transcendental equation for the interface temperature on the bottom side of the crust is derived from Eq. 2-269 as:

\[
T_l - T_{dc} = \frac{q^*}{h_g} - \frac{\Omega_r}{h_g} \left( T_l^4 - T_{dc}^4 \right)
\]

(2-272)

where \( q^* = h_m (T_m - T_{m,frz}) = C_p^m C_v^m (T_m - T_{m,frz})^3 \). This equation is solved using the Newton-Raphson technique by forming the expressions:

\[
f = T_l - T_{dc} + \frac{\Omega_r}{h_g} \left( T_l^4 - T_{dc}^4 \right) - \frac{q^*}{h_g}
\]

(2-273)

\[
\frac{df}{dT_l} = 1 + \frac{4\Omega_r}{h_g} T_l^3
\]

(2-274)

Given these results, iteration is then performed to find \( T_l \) using the approach outlined around Eq. 2-56. With \( T_l \) known, the crust thickness at the interface is then found from:

\[
\delta_b = \left( \frac{k_m}{h_m} \right) \left( T_{m,frz} - T_l \right)
\]

(2-275)

Additionally, the downward heat transfer term \( h_b (T_m - T_b) \) in the melt energy balance equation (Eq. 2-18) is evaluated by setting \( T_b = T_{dc} \), with the effective heat transfer coefficient from the melt pool to the concrete set as:

\[
h_b = \frac{h_m (T_m - T_{m,frz})}{T_m - T_{dc}}
\]

(2-276)

For the case in which in the check velocity \( j = \left[ C_p^m C_v^m (T_m - T_{m,frz}) \right]^3 > j_r \), then the actual gas velocity is recalculated through Eqs. 2-270 and 271 to be \( j = j_r 3/5 \left[ C_p^m C_v^6 (T_m - T_{m,frz}) \right]^{6/5} \). With this result, the gas film heat transfer coefficient is reevaluated from \( h_g = C_r / j^{3/5} \). With this new information, the interface temperature, crust thickness, and input data for the solution of the melt energy balance Eq. 2-18 are recalculated using Eqs. 2-273 through 2-276.

For cases in which the 2-D cavity erosion option is selected, a simplified version of the CORCON gas film model\[^{[41]}\] can also be applied on vertical concrete surfaces. The flow in the film can be either laminar or turbulent, depending upon the Reynolds number in the film. The correlations for the Nusselt number for these two cases are of the form:\[^{[41]}\]

\[
Nu = \frac{h_g \delta_g}{k_g} = \begin{cases} 
1, & \text{laminar} \\
0.0325 \Pr_g^{1/3} \Re_g^{3/4}, & \text{turbulent}
\end{cases}
\]

(2-277)

where \( \delta_g \) is the gas film thickness and \( \Pr_g = \mu_g c_p / k_g \) is the Prandtl number for the gas film. The Reynolds number is based on the film thickness and is defined as:\[^{[41]}\]

\[
\Re = \frac{\rho_g \overline{u} \delta_g}{\mu_g}
\]

(2-278)

where \( \overline{u} \) is the gas flow velocity parallel to the concrete wall.
Correlations for the film thickness under both laminar and turbulent flow conditions are also provided. These correlations are functions of the film inclination angle with respect to vertical. Consistent with the simple cavity geometries assumed in this work (see Section 2.2), the concrete wall is assumed to be vertically oriented. For this case the film thickness correlations are:

$$\delta_g^3 = \begin{cases} 
5.61 \text{Re}^{L_\mu} / \mu, & \text{laminar flow} \\
0.0469 \text{Re}^{1/4} L_\mu^3 / \mu, & \text{turbulent flow}
\end{cases}$$

(2-279)

where the length scale $L_\mu$ is defined in Eq. 2-257.

In order to employ this model, the film flow velocity $\bar{u}$ in the Reynolds number definition (Eq. 2-278) needs to be specified. Assuming: i) that the vertical wall can be modeled as a simple rectilinear structure of uniform width, and ii) 100% of the concrete decomposition gases flow vertically upwards in the film as opposed to being released into bulk pool, then the fully developed 1-D momentum equation governing gas flow in the film takes the form:

$$\frac{d}{dx}(\bar{u} \delta_g) = j_s$$

(2-280)

where in this case $j_s$ is the superficial gas velocity from the concrete sidewall due to ablation. Integration of this equation over the axial extent of the voided melt pool yields the following expression for gas flow velocity at the exit:

$$\bar{u} = \frac{j_s H_{m,v}}{\delta_g}$$

(2-281)

The film flow Reynolds number can then be redefined as:

$$Re = \frac{\rho_g j_s H_{m,v}}{\mu_g}$$

(2-282)

The modeling past this point resembles that for the horizontal surface gas film model described above. In particular, the Kutateladze-Malenkov correlation is used to evaluate the heat transfer coefficient from the bulk melt pool to the interface. However, as noted earlier, 100% of the gas flow from sidewall decomposition is assumed to stay in the film, and so the melt superficial gas velocity in the correlation is based on that from the bottom of the melt pool; i.e.,

$$h_m = \begin{cases} 
1.5 \cdot 10^{-3} \left( \frac{c_m P j_b}{k_m g} \right)^{2/3} \frac{k_m}{L_\lambda}, & j_b < j_{tr} \\
1.5 \cdot 10^{-3} \left( \frac{c_m P j_b}{k_m g} \right)^{2/3} \left( \frac{j_{tr}}{j_b} \right)^{1/2} \frac{k_m}{L_\lambda}, & j_b \geq j_{tr}
\end{cases}$$

(2-283)

where $j_b$ is the gas sparging rate from decomposition of the concrete basemat.

The second similarity in the modeling is that a quasi-steady concrete ablation assumption is used to relate the sidewall superficial gas velocity to the heat transfer rate at the surface and therefore the boundary temperatures near the sidewall. Solving first for the case in which the melt-film interface is assumed to be crust free, then the heat flux to the wall is given by $q'_s = h_m (T_m - T_i)$ and the sidewall gas velocity can thus be deduced from Eq. 2-251 as:
\[ j_s = \frac{\chi_g \rho_{con} n_s}{\rho_g} = \left( \frac{\chi_g}{\rho_g} \right) \frac{h_m (T_m - T_f)}{e_{con,d}} \] (2-284)

With this expression and Eqs. 2-277, 2-279, and 2-282, the convective heat transfer coefficient in the gas film can then be written as:

\[ h_g = \begin{cases} \frac{C_{lam}}{(T_m - T_f)^{1/3}}, & \text{laminar flow} \\ \frac{C_{turb}}{(T_m - T_f)^{1/6}}, & \text{turbulent flow} \end{cases} \] (2-285)

where the laminar and turbulent correlation constants are given by:

\[ C_{lam} = 0.56k_g \left( \frac{\mu_g e_{con,d}}{H_{m,y} \chi_g h_m} \right)^{1/3} \] (2-286)

\[ C_{turb} = 0.09 \frac{k_g Pr_g^{1/3}}{L_{m,y} \chi_g h_m} \left( \frac{\mu_g e_{con,d}}{H_{m,y} \chi_g h_m} \right)^{1/6} \] (2-287)

The energy balance across the melt-film interface for the crust-free surface boundary condition is then of the form:

\[ q_s = h_m (T_m - T_f) = \Omega_r (T_f^4 - T_{dc}^4) + h_g (T_f - T_{dc}) \] (2-288)

As a reminder, the constant \( \Omega_r \) is defined in Eq. 2-255. For the laminar flow case, combination of Eqs. 2-285 and 2-288 yields the following equation for the melt-film interface temperature:

\[ T_f = T_m - \frac{\Omega_r}{h_m} (T_f^4 - T_{dc}^4) - \frac{C_{lam}}{h_m} \frac{(T_f - T_{dc})}{(T_m - T_f)^{1/3}} \] (2-289)

This transcendental equation is solved using the Newton-Raphson technique by forming the equations:

\[ f = T_f - T_m + \frac{\Omega_r}{h_m} (T_f^4 - T_{dc}^4) + \frac{C_{lam}}{h_m} \frac{(T_f - T_{dc})}{(T_m - T_f)^{1/3}} \] (2-290)

\[ \frac{df}{dT_f} = 1 + \frac{4\Omega_r T_f^3}{h_m} + \frac{C_{lam}}{3h_m} \frac{(3T_f - 2T_{dc})}{(T_m - T_f)^{1/3}} \] (2-291)

Given these expressions, iteration is then performed to find \( T_f \) using the approach outlined around Eq. 2-56. With \( T_f \) known, the gas film convection heat transfer coefficient in the laminar regime, \( h_{g, lam} \), is then calculated from Eq. 2-285.

For the turbulent flow case, the equation for the interface temperature is deduced from Eqs. 2-285 and 2-288 as:

\[ T_f = T_m - \frac{\Omega_r}{h_m} (T_f^4 - T_{dc}^4) - \frac{C_{turb}}{h_m} \frac{(T_m - T_f)^{1/6}}{(T_f - T_{dc})} \] (2-292)

This transcendental equation is also solved using the Newton-Raphson technique by forming the expressions:
\[ f = T_I - T_m + \frac{\Omega}{h_m} (T_I^4 - T_{dc}^4) + \frac{C_{turb}}{h_m} (T_m - T_I)^{1/6} (T_I - T_{dc}) \]  
\[ \frac{df}{dT_I} = 1 + \frac{4\Omega^2 T_I^3}{h_m} + \frac{C_{turb}}{6h_m} \frac{6T_m - 5T_I - T_{dc}}{(T_m - T_I)^{5/6}} \]  
\[ (2-293) \]
\[ (2-294) \]

With these expressions, iteration is then performed to find \( T_I \) using the approach outlined around Eq. 2-56 and with that result known, the gas film convection heat transfer coefficient in the turbulent flow regime, \( h_{g,turb} \), is then evaluated from Eq. 2-285.

Consistent with the CORCON modeling approach,\(^{[41]}\) the decision upon whether or not the flow in the film is laminar or turbulent is then based on the relative values of the heat transfer coefficients calculated for these two regimes; i.e.,

\[ h_g = \langle h_{g,\text{lam}}, h_{g,\text{turb}} \rangle \]  
\[ (2-295) \]

where again the operator \( \langle \cdot, \cdot \rangle \) denotes the larger of the two arguments. Based upon this result, the melt-film interface temperature \( T_I \) is set accordingly. The interface temperature is then compared to the melt freezing temperature \( T_{m,frz} \) to determine the next step in the solution process. For situations in which \( T_I \geq T_{m,frz} \), the solution is valid and the sideward heat transfer term \( h_g(T_m - T_s) \) in the melt energy balance equation (Eq. 2-18) is evaluated by setting \( T_s = T_{dc} \), with the effective heat transfer coefficient from the melt pool to the concrete set as:

\[ h_s = \frac{h_m(T_m - T_I)}{T_m - T_{dc}} \]  
\[ (2-296) \]

For situations in which \( T_I < T_{m,frz} \), the solution is recalculated with an interstitial crust placed at the interface of the melt pool and gas film. The crust thickness is then evaluated as part of the solution. As noted earlier, the same simplifying assumptions\(^{[4]}\) made in CORCON\(^{[41]}\) regarding crust growth at the interface for the gas film model are made as part of this study. With this background the heat balances across the melt-crust and crust-film interfaces on the sidewall are of the form:

\[ h_m(T_m - T_{m,frz}) = k_m \frac{(T_{m,frz} - T_I)}{\delta_s} \]  
\[ (2-297) \]
\[ k_m \frac{(T_{m,frz} - T_I)}{\delta_s} = \Omega_r(T_I^4 - T_{dc}^4) + h_g(T_I - T_{dc}) \]  
\[ (2-298) \]

The definition of the melt-side convective heat transfer coefficient, \( h_m \), is the same as that provided in Eq. 2-283, but the sideward superficial gas velocity used to redefine the gas side convection heat transfer coefficient is rewritten in terms of the new boundary temperature as:

\[ j_s = \left( \frac{\chi_g}{\rho_g} \right) \frac{h_m(T_m - T_{m,frz})}{e_{\text{cond}}} \]  
\[ (2-299) \]

Given this expression and Eqs. 2-271, 2-279, and 2-282, the convective heat transfer coefficient in the gas film is then redefined as:

\(^{[4]}\)As a reminder, these simplifying assumptions are as follows: i) the growth is quasi-steady so that at any time conduction heat transfer across the crust balances convection to the crust interface, ii) the crust is thin and so decay heat within the crust can be neglected, and iii) the composition of the crust is the same as that of the melt at anytime.
Given this background, the solution methodology for this case is basically the same as that used for the crust-free boundary condition; i.e., solutions are obtained for both laminar and turbulent film flow conditions, and the decision regarding the applicable flow regime is then made on the basis of the relative values of the gas film convection heat transfer coefficients calculated for these two cases. For the laminar flow regime, the expression for the interface temperature at the bottom of the crust is then deduced from Eqs. 2-297 to 2-300 as:

\[
T_I - T_{dc} = \left( \frac{T_m - T_f}{C_{lam}} \right)^{1/3} \left\{ \frac{1}{h_m} \left(T_m - T_{m,frz}\right) - \frac{\Omega_r}{\epsilon} \left(T_I^4 - T_{dc}^4\right) \right\}
\]  

(2-301)

This equation is also solved using the Newton-Raphson technique by forming the expressions:

\[
f = T_I - T_{dc} = \left( \frac{T_m - T_{m,frz}}{C_{lam}} \right)^{1/3} \left\{ \frac{1}{h_m} \left(T_m - T_{m,frz}\right) - \frac{\Omega_r}{\epsilon} \left(T_I^4 - T_{dc}^4\right) \right\}
\]  

(2-302)

\[
\frac{df}{dT_I} = 1 + \frac{4\Omega_r T_I^3}{C_{lam} \left(T_m - T_{m,frz}\right)^{1/3}}
\]  

(2-303)

With these expressions, iteration is then performed to find \(T_I\) using the approach outlined around Eq. 2-56 and with that result known, the gas film convection heat transfer coefficient in the laminar flow regime, \(h_{g, lam}\), is evaluated from Eq. 2-300.

The next step is to solve for the turbulent convection heat transfer coefficient with a crust present. The expression for the interface temperature in this case is deduced as:

\[
T_I - T_{dc} = \left( \frac{T_m - T_f}{C_{turb}} \right)^{1/6} \left\{ \frac{1}{h_m} \left(T_m - T_{m,frz}\right) - \frac{\Omega_r}{\epsilon} \left(T_I^4 - T_{dc}^4\right) \right\}
\]  

(2-304)

This equation is also solved using the Newton-Raphson technique by forming:

\[
f = T_I - T_{dc} = \left( \frac{T_m - T_{m,frz}}{C_{turb}} \right)^{1/6} \left\{ \frac{1}{h_m} \left(T_m - T_{m,frz}\right) - \frac{\Omega_r}{\epsilon} \left(T_I^4 - T_{dc}^4\right) \right\}
\]  

(2-305)

\[
\frac{df}{dT_I} = 1 + \frac{4\Omega_r T_I^3}{C_{turb} \left(T_m - T_{m,frz}\right)^{1/6}}
\]  

(2-306)

With these expressions, iteration is then performed to find \(T_I\) using the approach outlined around Eq. 2-56 and with that result known, the gas film convection heat transfer coefficient in the turbulent flow regime, \(h_{g, turb}\), is then evaluated from Eq. 2-300. The decision upon whether or not the flow in the film is laminar or turbulent is then made on the basis of Eq. 2-295, and the melt-
film interface temperature $T_f$ is set accordingly. The sideward heat transfer term $h_s(T_m - T_f)$ in the melt energy balance equation (Eq. 2-18) is then evaluated by setting $T_s = T_{dc}$, with the effective heat transfer coefficient from the melt pool to the concrete set as:

$$h_s = \frac{h_m(T_m - T_{m,frz})}{T_m - T_{dc}}$$

(2-307)

Finally, the crust thickness at the sidewall interface is found from:

$$\delta_s = \frac{k_m(T_{m,frz} - T_f)}{h_m(T_m - T_{m,frz})}$$

(2-308)

which completes the solution for the sidewall gas film model.

2.6.3.3 Gas Film - Slag Film Transition Model

One concept that was raised during the analysis of the CCI tests conducted as part of the OECD/MCCI program was whether or not a bifurcation in boundary conditions at the core-concrete interface could explain differences in ablation behavior observed for limestone/common sand and siliceous concrete types. This concept is not new; Kao, Lee, and Kazimi[71] proposed a film collapse model in an effort to explain changes in axial ablation rate that occurred during the course of several BETA tests conducted at KfK.[72] In this approach, two critical gas velocity criteria were considered:

1) Kutateladze flooding limit: when the gas velocity exceeds a critical value (several m/sec), transition to a gas film heat transfer model would occur.

2) Berenson minimum gas flux to stabilize a gas film (minimum film boiling point): when gas velocity falls below a minimum value (few cm/sec), melt-concrete contact is reestablished.

A simplified version of this overall modeling concept has been adopted in the code. In particular, for the axial ablation case, a transition model can be selected where initially the simplified version of the gas film model described in Section 2.6.3.2 is assumed to be the applicable boundary condition. When the gas velocity falls below the Berenson flooding limit, a transition to the slag film model described in Section 2.6.3.1 is then assumed to occur. The minimum gas velocity at the transition point is defined as:[52,71]

$$j_{min} = 0.09M_B \left( \frac{g\sigma_m(\rho_m - \rho_g)}{(\rho_m + \rho_g)^2} \right)^{1/4}$$

(2-309)

where $M_B$ is a (user-specified) multiplier constant, which Kao et al.[71] set to 6.0 based on CORCON simulations of the BETA tests.

In contrast to axial ablation modeling, no radial gas-slag film transition model has been implemented in the code; either the Bradley, Sevon (see next section), or gas film models can be selected, and that boundary condition is applied to the vertical concrete surface throughout the duration of the simulation.

2.6.3.4 Sevon Correlations

Sevon[42] analyzed CCI test data to develop empirical correlations for axial and lateral heat transfer coefficients for limestone/common sand and siliceous concrete types. As outlined below,
these correlations have been included as user options to increase the range of heat transfer models that are available within the code.

For both limestone/common and siliceous concrete types, Sevon found that the axial heat transfer coefficient data were correlated well through the following single empirical expression:

\[ h_b = 49 + 2906j_b \]  

(2-310)

where \( j_b \) is the local gas sparging rate (units of m/sec) from the concrete bottom surface that is evaluated at the concrete decomposition temperature, and \( h_b \) has units of W/m^2-K. Decomposition temperature is a user-input (see Section 3). Sevon developed Eq. 2-310 (as well as Eq. 2-311 below) assuming that the decomposition temperature equals the concrete liquidus.

Unlike the axial data, Sevon found that two different correlations were required to correlate the lateral heat transfer data depending on concrete type; i.e.

\[ h_s = \begin{cases} 
57 + 3206j_s, & \text{limestone / common sand concrete} \\
26 + 5736j_s, & \text{siliceous concrete} 
\end{cases} \]  

(2-311)

where \( j_s \) is the local gas sparging rate from the concrete lateral surface (again evaluated at the concrete decomposition temperature). The units in this equation are the same as in Eq. 2-310.

Initial exercising of the code with these models revealed that the core-concrete heat transfer rate is strongly coupled to gas sparging rate which, in turn, is strongly coupled to heat transfer rate. As a result, extremely rapid transients developed if the initial melt temperature specified by the user was substantially different (i.e., higher) than the equilibrium temperature calculated by the code given the input power and corresponding heat transfer rates to concrete surfaces. To dampen these transients, the heat transfer coefficients predicted by these models are (somewhat arbitrarily) capped at 2500 W/m^2-K within the code.\(^7\)

2.7 Water Inventory Modeling

The previous sections have outlined the various models that have been implemented in CORQUENCH for calculating heat transfer to an overlying water pool. The code has also been structured to provide both simplified and detailed water inventory modeling capabilities; these models are summarized in this section.

With respect to simplified modeling capabilities, user options allow a water boundary condition to be applied at the water upper surface at a specified time, or at a specified axial ablation depth. For both of these cases, the code maintains the height fixed at a user-specified ‘downcomer’ height, \( H_{dc} \). The water temperature is maintained at saturation corresponding to the cavity pressure at any given time during the calculation.

The overall approach used for the detailed water inventory model is to solve coupled mass, momentum, and energy equations for the water layer to calculate local depths, velocities, and boiloff rates while factoring in the potential for water injection as well as spillover into downcomers that may exist in the cavity. In particular, drawing on the methods developed for the MELTSPREAD code\(^8\) for the analysis of core melt spreading in containments, the water inventory model performs a spatially dependent fluid dynamics calculation of the gravity driven

\(^7\)The axial heat transfer coefficient cap (HCAP) is set in subroutine HTRANB, while the lateral coefficient cap is set in subroutine HTRANS.
motions of a water spreading in a one-dimensional flow channel of varying cross-sectional area. The underlying substrate can consist of either core debris undergoing core-concrete interaction, or uncovered containment floor. The velocity of the flowing water is dependent upon the local gravity head of the water layer. In particular, the fluid velocity is assumed to satisfy the equation,

$$\frac{\partial U_w}{\partial t} + \frac{1}{2} \frac{\partial U_w^2}{\partial z} = g \frac{\partial}{\partial z} [H_w + E] - \frac{4\tau}{\rho_l D},$$

(2-312)

where:

- $U_w$ = local water spreading velocity,
- $H_w$ = local collapsed water depth,
- $D$ = equivalent water hydraulic diameter = $4H_w$,
- $E$ = local substrate elevation,

and $\tau$ is the frictional shear stress at the water-debris interface that is evaluated as,

$$\tau = \frac{1}{2} \rho_l f U_w |U_w|,$$

(2-313)

where $f$ is the flow friction factor. Note that the non-conservative form of the one-dimensional momentum equation is implied because it reduces to Bernoulli’s law in the limit of negligible frictional resistance. Also note that the effect of voiding on local water height due to boiling heat transfer at the debris-water interface has been neglected in Eq. 2-312. Consistent with classical theories on gravity currents (e.g., see Benjamin[73]), the pressure head driving the flow is assumed to equal the local hydrostatic head. In this manner, solution of Eq. 2-312 in the limit of frictionless flow yields the correct theoretical leading edge spreading velocity $[8,73]$ after transient affects have died away.

Spreading is restricted to occur such that the water depth at the leading edge does not fall below the minimum depth at which surface tension balances gravity, $^8$

$$H_{w,min} = \frac{2\sigma_i}{\sqrt{\rho_l g}}.$$  

(2-314)

The friction factor $f$ in Eq. 2-312 is dependent upon the local water Reynolds number which is defined through the equation,

$$Re = \frac{\rho_l D |U_w|}{\mu_l}.$$  

(2-315)

For Reynolds numbers below a transition value of ~2300, the friction factor is evaluated as,

$$f = \frac{24}{Re}.$$  

(2-316)

Note that the coefficient on the right hand side of Eq. 2-316 (i.e., 24) is based on the assumption of a fully developed parabolic velocity profile within the water. Thus, over short flow distances where the velocity profile has not become fully developed, the friction factor will be

$^8$ The minimum depth is found by setting the gravity head at the leading edge ($\rho_l g H_w$) equal to the effective surface tension pressure ($2\sigma_i / H_w$).
underestimated through the use of this equation. However, the treatment of a developing velocity profile is beyond the scope of this work, and therefore Eq. 2-316 is used to estimate the friction factor under laminar flow conditions.

For Reynolds numbers above ~2300, the friction factor is assumed to be given by the fully developed turbulent flow equation,\[74\]

\[
f = \frac{1}{4x^2},
\]

where \(x\) satisfies the transcendental equation,

\[
x = 1.74 - \frac{2}{\ln (10)} \ln \left(\frac{2 R_{sand}}{D} + \frac{18.7x}{Re}\right).
\]

and \(R_{sand}\) is the equivalent sand roughness. This parameter is internally set within the code to \(R_{sand} = 1\) mm for inert surfaces (e.g., steel or concrete) not covered by core debris, and \(R_{sand} = 1\) cm for core debris to reflect observed surface imperfections\[47\] in this type of material that has been cooled by overlying water. One additional shortcoming in the current approach for calculating frictional flow resistance of water spreading over core debris is that the effect of particle beds has not been considered. These types of porous structures would clearly increase the flow resistance, but this effect is not addressed in the current analysis. Finally, note that although laminar-turbulent transition nominally occurs at a Reynolds number of ~2300, the method used to evaluate the friction factor within the code is to take the larger of the two friction factors predicted by Eqs. 2-316 and 2-317 to maintain continuity in the friction factor at the transition point.

The general form of the conservation of mass equation for the water layer is as follows,

\[
S \frac{\partial}{\partial t} (\rho_i H_w) + \frac{\partial}{\partial x} (S \rho_i H_w U_w) = S m_w^\infty,
\]

where

\[
S = \text{local flow channel width normal to flow},
\]

\[
m_w^\infty = \text{net local influx of water from extraneous sources}.
\]

The coolant mass conservation equation is thus of the form:

\[
m_w = m_w^\infty A = m_{inj} - m_{st} - m_{dc}
\]

where \(A\) is local surface area and subscript \(inj\) denotes the external water supply, \(st\) denotes coolant steaming rate due to heat transfer from the core debris, and \(dc\) denotes the local gravity-driven mass flow rate into downcomers that may be present on the containment floor. The rate of local coolant loss due to boiling is expressed as:

\[
m_s = \begin{cases} \frac{q_w^* A}{\Delta e_{lv}} & T_w = T_{sat} \\ 0 & T_w < T_{sat} \end{cases}
\]

where \(q_w^*\) is the local heat flux from the debris to the overlying coolant. This function can take on different forms, depending upon the local boundary condition at the debris upper surface. For instance, if the heat transfer mode is either bulk cooling or conduction across a stable impervious crust, then \(q_w^* = h_w (T_{i,l} - T_{sat})\); see Sections 2.5.1, 2.5.2 and 2.5.6.1 for definitions of \(h_w\) and
If the crust is permeable to water ingression, then the applicable expression for the heat transfer to the pool from the crust is \( q_{\text{wat}} = q_{\text{c,dry}} - \rho_c h_w \int_{r_o}^{r_i} \); see Sections 2.5.4 and 2.5.6.2. Finally, if eruptions are occurring then the additional heat transfer to the pool due to quenching and stabilization of the ejected material (i.e., Eq. 2-180) is included in the evaluation of \( q_{\text{wat}} \), with suitable checks to ensure that the crust and/or debris bed dryout limits are not exceeded.

As noted, water flow into downcomers (i.e., spillover points) can be calculated at specified locations as a user option. The available flow area for water to enter each downcomer is calculated as the water height above the downcomer inlet times a ‘cord length’, \( C_{dc} \) that is specified as part of the user input. For instance, if the downcomer is a circular pipe with a horizontally oriented opening, then the cord length would simply be the pipe diameter. The water flow velocity is calculated using a simple 1-D quasi-steady solution to Bernoulli’s equation that relates the flow velocity over the edge to the local water height above the edge; i.e., \( u_{dc} = \sqrt{2g\Delta H} \), where \( \Delta H = H_w - H_{dc} \) is the water height over the top of the downcomer. With this background, then by conservation of mass the water flow rate into each downcomer is given by:

\[
\dot{m}_{dc} = \begin{cases} \rho \sqrt{2gC_{dc}H^{3/2}} & H_w \geq H_{dc} \\ 0 & H_w < H_{dc} \end{cases}
\]

(2-322)

As noted earlier, the effect of coolant voiding on pool swell and onset of spillover into the downcomers is not accounted for in this simplified model.

A water conservation of energy equation is solved to evaluate coolant heatup for situations in which the coolant is subcooled. The water specific enthalpy is found by solving the equation,

\[
S \frac{\partial}{\partial t} (\rho_t H_w e_w) + \frac{\partial}{\partial z} (S \rho_t H_w e_w U_w) = S (q_{\text{wat}} + \dot{m}_{inj} e_{inj} - \dot{m}_{dc} e_w)
\]

(2-323)

where:

\[
\begin{align*}
e_w &= \text{water specific enthalpy}, \\
e_{inj} &= \text{injection water specific enthalpy}, \\
\dot{m}_{inj} &= \text{local mass flux of water injection}, \quad \text{and} \\
\dot{m}_{dc} &= \text{local mass flux of water into spillover points}.
\end{align*}
\]

The approach to solving Eqs. 2-312 through 2-319 is to utilize an implicit, Eulerian finite difference numerical scheme which removes numerical stability limitations corresponding to material convection, heat diffusion, and heat transfer between the water and underlying substrate or overlying medium. The nomenclature for the spreading mesh cells is illustrated in Figure 2-14. In formulating the finite difference equations for the spreading water, a staggered mesh is employed in which velocities are defined at the edges of the numerical grid cells, and other variables such as the layer depths and enthalpies (temperatures) are defined at cell centers. Thus, the fundamental velocity, \( U_{j-1/2} \), in Figure 2-14 is that at the edge of the \( j \)th and \( j-1 \)st cells.
Figure 2-14. Illustration of Geometry and Nomenclature for Differencing of Water Spreading Equation.

The substrate surface is assumed to be discretized into \( j = 1, 2, \ldots, J \) numerical grid cells. At interior grid cell interfaces, for which \( 2 \leq j \leq J \), the finite difference approximation to the conservation of momentum equation (Eq. 2-312) is of the form,

\[
\frac{U_{w,j-1/2}^{n+1} - U_{w,j-1/2}^n}{\delta t} + \frac{1}{2} \frac{\delta z_j}{\delta z_j \delta z_{j-1}} (1 + s q n(u)) U_{w,j-1/2}^{n+1} \left( U_{w,j-1/2}^{n+1} - U_{w,j-1/2}^{n+1} \right) \\
+ \frac{1}{2} \frac{\delta z_{j-1}}{\delta z_j \delta z_T} (1 - s q n(u)) U_{w,j-1/2}^{n+1} \left( U_{w,j+1/2}^{n+1} - U_{w,j-1/2}^{n+1} \right) \\
= \frac{-g}{(\delta z_j \delta z_{j-1})} \left[ \frac{\delta z_{j+1}}{1-a_j^n} - E_j^n \right] - \frac{1}{2} f_{j-1/2} U_{w,j-1/2}^{n+1} |U_{w,j-1/2}^{n+1}| \tag{2-324}
\]

where:

- \( \delta t \) = timestep size,
- \( n \) = superscript denoting beginning of timestep value,
- \( n+1 \) = superscript denoting end of timestep value,
- \( s q n(u) \) =
  \[
  \begin{cases} 
  +1, & U_{w,j-1/2}^{n+1} > 0 \\
  -1, & U_{w,j-1/2}^{n+1} < 0 
  \end{cases}
  \]
- \( \delta z_T \) = \( \delta z_j + \delta z_{j-1} + s q n(u)(\delta z_j + \delta z_{j-1}) \),
- \( \delta z_j \) = spreading grid cell size,
- \( j \) = subscript denoting center on \( j^{th} \) numerical grid cell,
- \( j-1 \) = denoting center of \( j-1^{st} \) numerical grid cell, and
- \( j-1/2 \) = subscript denoting common edge of \( j^{th} \) and \( j-1^{st} \) numerical grid cells.

Note that the advection term in Eq. 2-312 has been conservatively differenced using the donor cell method as developed by Hotchkiss.\[75\] This method is adopted due to the inherent numerical
stability in comparison to other differencing techniques, such as the central difference approximation, and is also applicable to fixed as well as variable mesh sizes.

Equation 2-312 is solved assuming no flow across the system boundaries. Thus, the boundary conditions on the discretized momentum equation are, for \( j=1 \),

\[
U_{wj-1/2}^{n+1} = 0, \quad (2-325)
\]

and for \( j=J+1 \),

\[
U_{wj+1/2}^{n+1} = 0. \quad (2-326)
\]

The local velocities are calculated from Eqs. 2-312 through 2-326 in conjunction with the conservation of mass equation, the differenced form of which is developed below.

Employing the donor cell method for differencing of the convective mass flux term, the finite difference approximation to the simplified conservation of mass equation is of the form,

\[
\frac{A_j}{\delta t} \left[ H_{wj}^{n+1} - H_{wj}^n \right] + S_{j-1/2} \left( -U_{wj-1/2}^{n+1}, 0 \right) H_{wj}^{n+1} + S_{j+1/2} \left( U_{wj+1/2}^{n+1}, 0 \right) H_{wj}^{n+1} - S_{j-1/2} H_{wj-1}^{n+1} \left( U_{wj-1/2}^{n+1}, 0 \right) - S_{j+1/2} H_{wj+1}^{n+1} \left( U_{wj+1/2}^{n+1}, 0 \right) = \frac{\dot{m}_{wj}^{n+1}}{\rho_i} \quad (2-327)
\]

and here the operator, \( \langle ; ; \rangle \), denotes the largest of the two arguments; i.e.,

\[
\langle U_{wj+1/2}^{n+1}, 0 \rangle = \begin{cases} 
U_{wj+1/2}^{n+1}, & U_{wj+1/2}^{n+1} > 0 \\
0, & U_{wj+1/2}^{n+1} < 0 
\end{cases} \quad (2-328)
\]

The constraint that the water depth at the leading edge does not fall below the minimum depth at which surface tension balances gravity (Eq. 2-314) is applied to the differenced form of the equations by performing a local check on the water depth relative to the minimum spreading depth. If \( h_{j}^{n+1} \) and \( h_{j-1}^{n+1} \) are less than \( h_{\text{min}} \), then \( U_{j-1/2} \) is set equal to zero.

Care must be exercised in solving Eqs. 2-312 and 2-319 over substrate surfaces with physical discontinuities in elevation that exist as an initial condition. This situation is depicted in Figure 2-15. If the elevation discontinuity lies between the \( j-1 \)th and \( j \)th numerical grid cells and \( E_j > E_{j-1} \), then for this case there will be flow across the cell boundary if the following condition is satisfied,

\[
H_{wj-1} + E_{j-1} > E_j. \quad (2-329)
\]

If the condition defined by Eq. 2-329 is not satisfied, then the cell edge velocity across the substrate discontinuity is set equal to zero; i.e. \( U_{wj-1/2} = 0 \). If Eq. 2-329 is satisfied, then flow across the cell boundary is calculated with the gravity head evaluated as in Eq. 2-312. It is important to note the following two points: a) if the conditional check defined by Eq. 2-329 is not applied and \( H_{wj-1} + E_{j-1} < E_j \), then an artificial adverse pressure drop across the discontinuity will be applied resulting in a physically unrealistic solution; and b) the conditional check defined in Eq. 2-329 is applied only to initial discontinuities in the substrate elevation (i.e., the condition
is not applied to discontinuities which arise as a result of variations in debris upper surface elevation).

![Diagram of flow over large elevation discontinuities](image)

Figure 2-15. Illustration of Flow over Large Elevation Discontinuities in Substrate Surface.

Given the local water velocities as calculated through solution of Eqs. 2-312 to 2-319, the water conservation of energy equation is then solved to obtain the end of timestep nodal water temperatures. The energy equation is solved using an Eulerian finite difference scheme in which convective terms are differenced using the donor cell differencing approach. This numerical scheme will give rise to so-called “Eulerian mixing” effects which will tend to artificially equilibrate water depths and temperatures more rapidly than purely physical processes, and will also somewhat reduce the peak calculated depths and temperatures. The degree of approximation introduced by Eulerian mixing depends upon the shape of the depth and temperature profiles, as well as the numerical grid cell size.

Employing the donor cell method for differencing of the convective energy flux term, the finite difference approximation to the conservation of energy equation (Eq. 2-323) is of the form,

\[
\frac{A_j}{\delta t} \left[ (\rho_l H_{w} e_w)_{j}^{n+1} - (\rho_l H_{w} e_w)_{j}^{n} \right] - S_{j-1/2} (U_{w,j-1/2}^{n+1}, 0) \left( \rho_l H_{w} e_w \right)_{j-1}^{n+1} \\
+ S_{j-1/2} (-U_{w,j-1/2}^{n+1}, 0) \left( \rho_l H_{w} e_w \right)_{j+1/2}^{n+1} + S_{j+1/2} (U_{w,j+1/2}^{n+1}, 0) \left( \rho_l H_{w} e_w \right)_{j}^{n+1} \\
- S_{j+1/2} (-U_{w,j+1/2}^{n+1}, 0) \left( \rho_l H_{w} e_w \right)_{j+1}^{n+1} = A_j (q_{wat})_{j}^{n+1} + (m_{inj} e_{inj})_{j}^{n+1} - (m_{dc} e_w)_{j}^{n+1}
\]

(2-330)

The local variables to be determined from the above difference equations are the water specific enthalpy, height, and velocity. At the start of the calculation for the current timestep, the cell edge velocities and water depths are first determined through the simultaneous solution of Eqs. 2-324 and 2-327 by performing an iterative calculation on the linearized form of these equations. To this end, the cell edge velocities are expanded as,
\[ U_{w,j-1/2}^{r+1} = U_{w,j-1/2}^r + \delta U_{w,j-1/2} \]  
(2-331)

where:

\[ \delta U_{w,j-1/2} = \text{incremental change in cell edge velocity, and} \]

\[ r = \text{iteration step.} \]

Similar expressions apply at the j+1/2 and j-3/2 cell edges. The end of timestep water depths in Eq. 2-324 are forward eliminated in terms of the incremental changes in cell edge velocities. Substitution of Eq. 2-331 into Eq. 2-319 and linearizing the resultant expression yields,

\[ H_{w,j}^{r+1} = H_{w,j}^r + F_J^r + G_J^r \delta U_{w,j-1/2} + I_J^r \delta U_{w,j+1/2} \]  
(2-332)

where:

\[ F_J = \frac{\delta t}{A_j} \left( \frac{(m_w)_{\text{f}}}{\rho_1} + S_{j-1/2} < U_{w,j+1/2}^r, 0 > H_{w,j}^r + S_{j+1/2} < -U_{w,j+1/2}^r, 0 > H_{w,j+1}^r \right) - S_{j-1/2} < -U_{w,j-1/2}^r, 0 > H_{w,j}^r - S_{j+1/2} < U_{j+1/2}^r, 0 > H_{w,j+1}^r \}, \]  
(2-333)

\[ G_J = \frac{\delta t}{A_j} \left( H_{w,j-1} < sgn(U_{w,j-1/2}^r), 0 > -H_{w,j} < -sgn(U_{w,j-1/2}^r), 0 > \right), \]  
(2-334)

\[ I_J = \frac{\delta t}{A_j} \left( H_{w,j+1} < sgn(U_{w,j+1/2}^r), 0 > -H_{w,j} < -sgn(U_{w,j+1/2}^r), 0 > \right). \]  
(2-335)

The forward elimination for \( H_{w,j-1}^{r+1} \) in Eq. 2-324 is obtained by setting \( j=j-1 \) in Eqs. 2-332 through 2-335. Substitution of Eqs. 2-331 through 2-335 into the momentum equation, Eq. 2-312 and linearizing the resulting expression yields, for \( j=2,..,J \),

\[ O_j^r \delta U_{w,j-1/2} + P_j^r \delta U_{w,j+1/2} + Q_j^r \delta U_{w,j-3/2} + R_j = 0, \]  
(2-336)

where:

\[ O_j^r = \frac{1}{\delta t} + \frac{\delta z_{j-1}^r \left( 1 + \text{sgn}(U_{w,j-1/2}^r) \right)}{2 \delta z_{j+1}^r \delta z_{j-1}^r} \left( 2U_{w,j-1/2}^r - U_{w,j-3/2}^r \right) \]

\[ + \frac{\delta z_{j-1}^r \left( 1 - \text{sgn}(U_{w,j-1/2}^r) \right)}{2 \delta z_{j}^r \delta z_{j}^r} \left( U_{w,j+1/2}^r - 2U_{w,j-1/2}^r \right) \]

\[ + \frac{\text{sgn}(U_{w,j-1/2}^r)}{H_{w,j}^r} \beta_{j-1/2}^r U_{w,j-1/2}^r + \frac{g}{(\delta z_j + \delta z_{j-1})} \left( G_{j-1}^r - I_{j-1}^r \right) \]  
(2-337)

\[ P_j^r = \delta z_{j-1}^r \left( 1 - \text{sgn}(U_{w,j-1/2}^r) \right) U_{w,j-1/2}^r + \frac{g}{(\delta z_j + \delta z_{j-1})} \left( \beta_{j-1/2}^r \right) \]  
(2-338)

\[ Q_j^r = -\delta z_j^r \left( 1 + \text{sgn}(U_{w,j-1/2}^r) \right) U_{j-1/2}^r - \frac{g}{(\delta z_j + \delta z_{j-1})} \left( \beta_{j-1/2}^r \right), \]  
(2-339)
For \( j=1 \), the coefficients for the no flow boundary condition are

\[
O^r_1 = 1, \\
P^r_1 = 0, \\
Q^r_1 = 0, \\
R^r_1 = 0.
\]

Similarly, for \( j=J+1 \), the coefficients are of the form

\[
O^r_j+1 = 1, \\
P^r_j+1 = 0, \\
Q^r_j+1 = 0, \\
R^r_j+1 = 0.
\]

Equation 2-336 constitutes a linear set of equations, in the form of a tri-diagonal matrix, for the incremental changes in the cell edge velocities. Given the current estimate of the edge velocities and water heights, Eq. 2-336 is solved to obtain the incremental velocity changes. The end of timestep velocities are then updated through Eq. 2-331. Given the updated velocities, Eq. 2-327 is then solved to obtain the updated water heights. This procedure is then repeated until the incremental velocity changes decrease below user-specified convergence criteria (See Section 3).

Given the end of timestep velocities and heights, the water conservation of energy equation, Eq. 2-330, is then solved. Similar to the approach used to solve for the water flow velocities, the water specific enthalpy and temperature are expanded as,

\[
e^{r+1}_w_{j} = e^r_w_{j} + \delta e_w_{j} \\
T^{r+1}_w_{j} = T^r_w_{j} + \frac{dt}{d\epsilon_w} \delta e_w_{j} = T^r_w_{j} + \delta e_w_{j}/c_l
\]

Linearization of the water conservation of energy equation, Eq. 2-330, then yields:

\[
S^r_j \delta e_w_{j} + T^r_j \delta e_w_{j+1} + V^r_j \delta e_{w,j-1} + W^r_j = 0
\]

where:
\[
S_j^r = \left[ A_j + S_{j-1/2} \left( -U_{w,j-1/2}^{n+1}, 0 \right) + S_{j+1/2} \left( U_{w,j+1/2}^{n+1}, 0 \right) \right] \left( \rho_i H_w \right)_j^r \\
+ \frac{A_j (\dot{q}_{\text{wat}})_j^r}{\eta} + \left( \dot{m}_{dc} \right)_j^{n+1} \\
T_j^r = -S_{j+1/2} \left( -U_{w,j+1/2}^{n+1}, 0 \right) \left( \rho_i H_w \right)_{j+1}^r \\
V_j^r = S_{j-1/2} \left( U_{w,j-1/2}^{n+1}, 0 \right) \left( \rho_i H_w \right)_{j-1}^r \\
W_j^r = \frac{A_j}{\delta t} \left[ \left( \rho_i H_w e_w \right)_j^r - \left( \rho_i H_w e_w \right)_{j-1}^n \right] - S_{j-1/2} \left( U_{w,j-1/2}^{n+1}, 0 \right) \left( \rho_i H_w e_w \right)_{j-1}^r \\
- S_{j+1/2} \left( -U_{w,j+1/2}^{n+1}, 0 \right) \left( \rho_i H_w e_w \right)_{j+1}^r + \left[ S_{j-1/2} \left( -U_{w,j-1/2}^{n+1}, 0 \right) \left( \rho_i H_w e_w \right)_{j-1}^r \\
+ S_{j+1/2} \left( U_{w,j+1/2}^{n+1}, 0 \right) \left( \rho_i H_w e_w \right)_j^r - A_j \left( \dot{q}_{\text{wat}} \right)_j^r - \left( \dot{m}_{\text{inf}} e_{\text{inf}} \right)_j^{n+1} \right) \\
+ \left( \dot{m}_{dc} \right)_j^{n+1} e_{w,j}^r \\
\] (2-349)

Equation 2-345 constitutes a linear set of equations, in the form of a tri-diagonal matrix, for the incremental changes in water specific enthalpy. Given the current enthalpy estimates, Eq. 2-344 is solved to obtain the incremental enthalpy changes. The end of timestep enthalpies are then updated through Eq. 2-343. This procedure is repeated until the incremental enthalpy changes decrease below user-specified convergence criteria (See Section 3). Within the iteration, a specific check on the local coolant specific enthalpy is made to determine if it has reached the saturation point. If this case is encountered, then the tri-diagonal matrix coefficients are set to yield a null change in local coolant enthalpy; i.e.,

\[
S_j^r = 1, \\
T_j^r = 0, \\
V_j^r = 0, \\
W_j^r = 0. \\
\] (2-350)

### 2.8 Automated Multi-Nodal Analysis Capability

#### 2.8.1 Overview of Multi-Nodal Modeling Approach

As noted at the onset of this report, CORQUENCH was originally developed to be a single node MCCI analysis code, which is similar to most other codes that are available for MCCI analysis. In this approach, the core melt is treated as a single pool at a uniform temperature, with heat transfer to radial and axial concrete boundaries driving concrete ablation and cooling to overlying structure or water, depending upon whether or not the cavity is flooded (see Figure 2-1). The primary focus of these types of models is the analysis of heat transfer to the various boundaries of the pool as well as chemical reactions between metallic water constituents and concrete decomposition gases that produce combustible gases (H₂ and CO) that are a safety concern during a severe accident.
Although these single node models provide detailed treatment of localized physical phenomena, they lack the ability to capture global behavior in actual containment geometries like the Mark I (see Figure 2-16) in which structures like sumps and compartments can lead to varying melt accumulations within containment that can impact the cavity flooding strategy as well as the ability to quench and thermally stabilize core debris.

Based on this background, CORQUENCH has been upgraded to incorporate a multi-nodal analysis capability. However, the ability to do single node analysis has been retained, as this capability is important and relevant for isolated treatment of structures such as sumps, as well as the fact that validation experiments can be mocked up quite well using the single node approximation. The multi-nodal capability was achieved as follows. All common blocks in the main program were first analyzed to determine what variables were common to any given node, as well as those that were dependent upon local conditions (these include water depth, composition, specific enthalpy, boundary condition state, and cavity conditions such as area, 1-D versus 2-D erosion characteristics, etc.). With the dependent variables identified, additional common blocks were developed that allowed dependent variables for each node to be saved at each time step. The main program was then vectorized to analyze across an array of nodes, each of which is characterized by user-defined input data. A series of single node core-concrete analyses are thus carried out in parallel, with appropriate bridging software that allows integral quantities across the various nodes to be tallied for output to printing and plotting files. In terms of node geometric characteristics, a variety of options have been supplied to allow physical features of containments (e.g., sumps, walls, doorways, flow channels, etc.) to be mocked up in an integral fashion. The multi-nodal analysis capability was then integrated with the water inventory model described in Section 2.7 to yield a tool capable of analyzing spatially dependent MCCI behavior, coupled with a realistic water inventory model that can be used for core debris coolability analyses.

---
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2.8.2 Remaining Modeling Deficiencies

In terms of insights related to modeling of long-term, water limited accident scenarios, early scoping calculations with the upgraded version of CORQUENCH for Fukushima-type accident scenarios\textsuperscript{10} indicate that it is critical to be able to calculate local core debris quench, dryout, reheating, and transition back into MCCI in order to reasonably mock up situations when cavity flooding can be interrupted for a significant length of time (e.g., hours). The model has been partially upgraded to accomplish this goal, with the methodology used to calculate reheating and melting of thick crust material formed by water ingestion cooling described in Section 2.5.4.2. However, the current version does not analyze heat transfer from particle beds after they have completely dried out. In order to move meet the overall modeling goals, the beds are currently treated as adequately cooled as long as there is some degree of water left in the bottom of the bed. However, after the bed dries out the decay heat in the bed will offset, or possibly lead to heating, of the crust upper surface and thereby increase the crust melting rate. For sufficiently deep beds, the beds themselves may reheat and melt. This may not be a major factor for plants with siliceous concrete basemats, as the amount of material rendered into the form of a bed by melt eruptions is relatively small in comparison to other concrete types. However, this could become a significant distortion for high gas concretes like limestone/common sand or limestone/limestone in which the extent of eruptions can be substantial.\textsuperscript{[47,66]} Related to this area, early scoping calculations with the upgraded version of MELTSPREAD\textsuperscript{[8]} indicate that for low melt pour rate scenarios, significant debris fragmentation can occur if water is present on the cavity floor at the time of vessel failure. Thus, this can be another source of debris bed material even for low gas concretes like siliceous.

Another point not fully appreciated at the start of this work was the extent that lateral ablation can alter the original cavity configuration that we have attempted to model using a fixed mesh approach. For example, in early scoping calculations carried out for a MAAP melt pour sequence, the cavity floor area was predicted to increase by 60% over 100 hours of interaction. Currently, the water spreading model treats node spacing and flow arc lengths as constant, with the node surface area increased to account for lateral ablation. Thus, the meshing treatment needs to be improved. However, there is a larger distortion that is due to the fact that the nodes are treated as isolated and so there is currently no interaction. This approach needs to be improved particularly in the pedestal region where the sump node can grow to overtake the radial ring between the sump and pedestal wall. Thus, the nodes need to communicate and the meshing adjusted to provide a more realistic treatment when 2-D ablation is modeled at the interface between adjacent nodes.

\textsuperscript{10} For example, see M. T. Farmer and K. R. Robb, “Status Report on Ex-Vessel Coolability and Water Management,” ANL/NE-16/18, September 2016.
3.0 DESCRIPTION OF CODE INPUT

3.1 Overview

CORQUENCH4.1 reads all information required to perform the calculation from an unformatted data file called ‘quenchin.dat’. This file is opened as Unit 5 of the main program. Data input is performed through subroutine READER. The overall layout for the input file is shown in Table 3-1, while detailed descriptions of all input variables are provided in Table 3-2. This table also provides a description of the various modeling choices (see Section 2.0) that can be invoked through the setting of input parameters.

The variable names shown in Tables 3-1 and 3-2 are the same as those used in the code, with the exception of those listed for Line 49. In this case, the code uses a single vector \( YC(N,I) \) for all the dependent variables, with \( N \) denoting the node in the mesh if a multi-nodal model is employed. In this array, the melt mass constituents occupy \( I = 8-29 \) (30 is the total melt mass), the top crust constituents occupy \( I = 31-52 \) (53 is total crust mass), the particle bed constituents occupy \( I=54-75 \) (76 is total particle bed mass), the bottom crust constituents occupy \( I=77-98 \) (99 is the total bottom crust mass), and finally the side crust constituents occupy \( I=100-121 \) (122 is the total side crust mass). Indices are set in subroutine SETINDX. Within the code, the vector \( FC(N,I) \) denotes the rate equations for this same set of dependent variables that are integrated using a 4th order Runge Kutta (Gill) method to find the numerical solution as a function of time.

The constituents in the concrete and corium are assigned numerical (integer) values for identification within the input file and the code itself. The indexing scheme is shown in Table 3-3. These numerical assignments are treated symbolically in the code; numerical values are assigned in subroutine SETINDX. This approach allows additional constituents, and/or additional models for different processes, to be implemented in the code with minimal effort.

As part of the numerical solution, CORQUENCH4.1 updates the dependent variable array \( YC(N,I) \) at the end of every timestep, and does not use memory to maintain historical data as the calculation moves forward. Thus, there are essentially no vector or array size limitations that need to be considered in the selection of modeling assumptions, timestep, or total duration of the calculation, with two exceptions. First, the vectors and arrays in the code are currently set up to handle up to \( N=199 \) nodes as part of a containment multi-nodal analysis.

Second, the code is currently capable of treating a composite basemat that can be divided into \( NCOMP \) discrete layers, each of which has different chemical composition, melting points, and layer thickness (see Line 3 in input file that is described in Table 3-1, and input variable descriptions described in Table 3-2).\(^{11}\) Currently, the vectors and arrays that are associated with this part of the calculation are dimensioned such that up to 100 discrete basemat layers can be modeled (i.e., \( NCOMP \leq 100 \)).

---

\(^{11}\)This option is provided to model, among other things, reinforcing bar in the containment basemat.
Table 3-1. Summary Format for CORQUENCH4.1 Input File ‘quenchin.dat’.

<table>
<thead>
<tr>
<th>Line No.</th>
<th>Variable Name(s)</th>
<th>Notes</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>TITLE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>TCNOT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>ICTC, NCOMP, NABBL, NUMNOD, NMIX /N</td>
<td>If NUMNOD&gt;1, then set NCOMP=1 (i.e. composite basemat model is not available if NUMNOD&gt;1). Note that NUMNOD is currently capped at 199 nodes.</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>NABLB, NFAILB, NBCB, CFAILB, DCFAILB, TIMEFB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>NABLS, NFAILS, NBCS, CFAILS, DCFAILS, TIMEFS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>TCSL(I), TCLL(I), TDCL(I), XFLH2O(I), XFLCO2(I), DEPTHL(I)</td>
<td>If ICTC &lt;4, Lines 7-11 are omitted. If ICTC = 4, Lines 6-11 are repeated NCOMP times. If ICTC &lt; 4, then there is only one Line 6.</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>XWTC(I,1) – XWTC(I,4)</td>
<td>Weight % CO2, H2O, K2O, and Na2O, respectively, in I-th concrete layer. Omitted if ICTC&lt;4.</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>XWTC(I,5) – XWTC(I,8)</td>
<td>Weight % TiO2, SiO2, CaO, and MgO, respectively, in I-th concrete layer. Omitted if ICTC&lt;4.</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>XWTC(I,9) – XWTC(I,12)</td>
<td>Weight % Al2O3, FeO, Fe2O3, and Fe3O4, respectively, in I-th concrete layer. Omitted if ICTC&lt;4.</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>XWTC(I,13) – XWTC(I,16)</td>
<td>Weight % Fe, Cr, Ni, and Zr, respectively, in I-th concrete layer. Omitted if ICTC&lt;4.</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>TFWS, TFWL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>TBWS, TBWL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>TMCAS, TMCAL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>TCAS, TCAL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>IPHASE, JEUTEC, NSOLID</td>
<td>If IPHASE &lt; 3, Lines 17-20 are omitted.</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>NSOLP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>XWTSOL(I), FSOLP(I)</td>
<td>Line 18 is repeated NSOLP times.</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>NLIQP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>XWTLIQ(I), FLIQP(I)</td>
<td>Line 20 is repeated NLIQP times.</td>
<td></td>
</tr>
<tr>
<td>Line No.</td>
<td>Variable Name(s)</td>
<td>Notes</td>
<td>Notes</td>
</tr>
<tr>
<td>----------</td>
<td>------------------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>21</td>
<td>NPOURS</td>
<td>If NPOURS = 0, Lines 22-24 are omitted. If NPOURS&gt;0, Lines 22-24 are repeated NPOURS times.</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>TST(I), TSTOP(I), AINTP(I), BINTP(I)</td>
<td>Pour interval start and stop times, and melt temperature coefficients over pour interval. Melt temperature may vary linearly; i.e., $T_{melt}=AINTP(I)+BINTP(I)(t-TST(I))$</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>NISTP</td>
<td>Number of melt constituents draining from RPV over pour interval.</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>IT, APOUR(IT,I), BPOUR(IT,I)</td>
<td>Pour rate coefficients for IT-th melt constituent; the pour rate can vary linearly; i.e., Rate=APOUR(IT,I)+BPOUR(IT,I)(t-TST(I))</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>SIGYCR, FRZFR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>NINGRS, PERM, CINGRES, CHFMULT, CCRIT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>NENTR, ENSPEC, ENRICO, DBED, POROSBED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>NVISC, ALPMAX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>NKSPEC, FKS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>NUSGAP, NBUBSP, CCRGAP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>NBUBRS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>NCHEM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>NBOTBC, NSIDEBC, NVOID, XMULTBR, XBMULT, XSMULT</td>
<td>If NDEC = 1, Line 36 is omitted. Note: NDEC=2 modeling option is not available when NUMNOD&gt;1.</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>NDEC, NPOINT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>CON1, CON2, PCORE, XMFUEL, FRACFP, TEFPD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>TDEC(I), DEC(I)</td>
<td>Line 36 is repeated NPOINT times.</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>NPRES, PDRYWL, EDRYWL, TSTRUC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>TPRES(I), PPRES(I)</td>
<td>If NPRESS = 1, Line Group 38 is omitted. If NPRES &gt; 1, then Line 38 is repeated NPRES times (minimum is NPRES=2).</td>
<td></td>
</tr>
<tr>
<td>Line No.</td>
<td>Variable Name(s)</td>
<td>Notes</td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>------------------</td>
<td>-------</td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>NADD, TADD, DEPAB, HDOWNC, TWATI, ELWATI</td>
<td>If (NADD \leq 2), (i.e., cavity remains dry or a simple cavity flooding model is invoked), Lines 40-45 are omitted.</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>NINJ</td>
<td>Lines 41-42 are omitted if (NINJ=0).</td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>NISTR(I), NISTP(I), NPTINJ(I)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>TIMINJ(I,L), XDTINJ(I,L), TDTINJ(I,L)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>NDOWNC</td>
<td>Lines 43-44 are omitted if (NINJ=0).</td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>NDC(I), ELDCO(I), NPTDC(I)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>ELDCX(I,L), CRDCX(LL)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>NACTIV(I), N2DCALCC(I), NSMP(I), ABMABC(I), XWID2DC(I), XLEN2DC(I), RINOTC(I)</td>
<td>Lines 46-49 are repeated (NUMNOD) times.</td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>IFLGA(I), DXNODE(I), RAD(I), ARC(I), ELO(I)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>TMELTIC(I)</td>
<td>Initial melt temperature at I-th node. If (NACTIV(I)=0), this line and Line 49 are omitted.</td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>YC(I,K), ZC(I,K), ZBC(I,K)</td>
<td>Initial mass of K-th debris constituent at I-th node in melt, crust, and particle bed regions, respectively. This Line is repeated 22 times for (8 \leq K \leq 29); see Table 3-3 for constituent nomenclature.</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>NVELP, NITMAXW, DAVMWX, DVMXW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>NENMXW, DEAVMWX, DEMXW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>TIMEO, DTIMW, TMAW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>TSTRTI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>54</td>
<td>NPRINT, NPLTT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>I, NPRT(I), NPLT(I), ABXLMC(I), ABRLMC(I)</td>
<td>This line is repeated (NUMNOD) times.</td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>NTIMSPC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>TIMSPC(I)</td>
<td>This line is repeated (NTIMSPC) times.</td>
<td></td>
</tr>
<tr>
<td>Line No.</td>
<td>Variable Name(s)</td>
<td>Definition/Function</td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>------------------</td>
<td>---------------------</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>TITLE</td>
<td>70 Character string title for the calculation; written as a header to the output file ‘quenchout.dat.’</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>TCNOT</td>
<td>Initial concrete temperature; used in the evaluation of the concrete decomposition specific enthalpy.</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>ICTC</td>
<td>Set ICTC=1 for default limestone/common sand concrete, ICTC=2 for default siliceous concrete, ICTC=3 for default limestone/limestone concrete, or ICTC=4 for a user specified concrete composition. <em>Note: If ICTC =4, then the basemat can consist of a single layer, or multiple layers with variable composition from layer to layer (see NCOMP definition below).</em></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NCOMP</td>
<td>If ICTC=4, then set NCOMP equal to the number of distinct layers into which the basemat is subdivided. If ICTC&lt;3, then the settings of NCOMP, TCSL(I), and TCLL(I) are arbitrary. <em>Note 1: Only set NCOMP &gt; 1 if a 1-D axial ablation calculation is being performed, since the code reassigns all concrete data as new basemat layers are entered based on the axial ablation depth alone.</em></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NABBL</td>
<td>Set NABBL=0 for quasi-steady concrete decomposition model, NABBL=1 for concrete dryout model that is initiated with a fully developed thermal boundary layer with no surface crust present and the surface temperature is initially at the concrete decomposition temperature, or NABBL=2 for the concrete dryout model that considers formation of a surface crust and the surface temperature is initially at TCNOT.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NUMNOD</td>
<td>Set NUMNOD equal to the number of MCCI nodes to be analyzed simultaneously. <em>Note: NUMNOD is capped at 199.</em></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NMIX</td>
<td>Parameter controlling internodal heat and mass transfer for cases in which NUMNOD&gt;1. These models have not been fully validated in the current code version. Set NMIX=0 to bypass this option (if not, the code does this automatically).</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>NABLb</td>
<td>Parameter controlling axial core-concrete boundary condition modeling if detailed (NABLb=2) modeling option is chosen. Set NABLb=0 to recover the normal fully developed (NABLb=1) concrete dryout model while maintaining this Line in the input file, set NABLb=1 for transient surface growth in which the crust is assumed to be porous allowing slag to drain through to the overlying melt once ablation begins, or set NABLb=2 for crust growth with slag retained as a film beneath the crust.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NFAILB</td>
<td>Parameter controlling bottom crust failure criterion. Set NFAILB=1 if the crust fails after thinning to a user-specified thickness (DCFAILB; see below); set NFAILB=2 if crust fails after thinning to the point that the crust is no longer stable under the applied load of the melt head; or set NFAILB=3 if crust fails at a user-specified time (TIMEFB; see below).</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NBCB</td>
<td>Parameter controlling bottom crust freezing temperature assumption. Set NBCB=1 to calculate the freezing temperature based on melt composition, or set NBCB=2 to calculate based on crust composition. <em>Note: Setting is irrelevant if NABLb=0.</em></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CFAILB</td>
<td>When NFAILB=2, this is the empirical constant in the bottom crust failure pressure head correlation (see Line 30 for appropriate settings of this parameter based on various geometry and failure mode modeling assumptions).</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DCFAILB</td>
<td>When NFAILB=1, this is the user-specified minimum bottom crust thickness at failure.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>TIMEFB</td>
<td>When NFAILB=3, this is the user-specified time at bottom crust failure.</td>
<td></td>
</tr>
</tbody>
</table>
Table 3-2 (contd.). CORQUENCH4.1 Input Variable Descriptions for ‘quenchin.dat.’

<table>
<thead>
<tr>
<th>Line No.</th>
<th>Variable Name(s)</th>
<th>Definition/Function</th>
</tr>
</thead>
</table>
| 5        | NABLS            | Parameter that controls side (radial) core-concrete boundary condition modeling if detailed (NABBL=2) modeling option is chosen. If N2DCALC=2, then set NABLS=0 to recover the normal fully developed (NABBL=1) concrete dryout model (while maintaining this line in the input file), set NABLS=1 for transient surface crust growth in which the crust is assumed to be porous thus allowing slag to drain through to the adjacent melt once ablation begins, or set NABLB=2 for crust growth with the slag retained as a film beneath the crust.  
*Note: If N2DCALC=1 (i.e., 1-D calculation is being performed), then settings on this line are arbitrary.* |
| 5        | NFAILS           | Parameter controlling side crust failure (disappearance) criterion. Set NFAILS=1 if the crust fails after thinning to a user-specified thickness (DCFAILS; see below); set NFAILS=2 if crust fails after thinning to the point that the crust is no longer mechanically stable under the applied load of the melt head; or set NFAILS=3 if crust fails after a user-specified time (TIMEFS; see below). |
| 5        | NBCS             | Parameter controlling side crust freezing temperature assumption. Set NBCS=1 to calculate the freezing temperature based on melt composition, or set NBCS=2 to calculate based on crust composition.  
*Note: Setting is irrelevant if NABLS=0.* |
| 5        | CFAILS           | When NFAILS=2, this is the empirical constant in the side crust failure pressure head correlation (see Line 30 for appropriate settings of this parameter based on various geometry and failure mode modeling assumptions). |
| 5        | DCFAILS          | When NFAILS=1, this is the user-specified minimum side crust thickness at failure. |
| 5        | TIMEFS           | When NFAILS=3, this is the user-specified time at side crust failure. |
| 6        | TCSL(I), TCLL(I) | When ICTC=4, these are the concrete solidus and liquidus temperatures, respectively, for I-th basemat layer, starting from the top and moving down. If ICTC<4, supply values here, but they are ignored. Instead, the concrete solidus/liquidus temperatures are internally set within the code to 1393/1568 K for limestone/common sand concrete (ICTC=1), 1403/1523 K for siliceous concrete (ICTC=2), or 1495/2577 K for limestone/limestone concrete (ICTC=3).  
*Note 1: If ICTC<4, Lines 7-11 are omitted.*  
*Note 2: If ICTC = 4, Lines 6-11 are repeated NCOMP times.*  
*Note 3: If ICTC < 4, then there is only one Line 6.* |
<p>| 6        | TDCL(I)          | For any setting of ICTC, this is the user-specified concrete decomposition temperature for the I-th basemat layer, which must satisfy TCSL(I)&lt;TDCL(I)&lt;TCLL(I). |
| 6        | XFLH2O(I), XFLCO2(I) | For any setting of ICTC, these are the respective decimal fractions of H2O and CO2 concrete decomposition gases which migrate upwards through the melt pool from the I-th basemat layer; the balance of the decomposition gas is assumed to be lost from the system (this option was provided to examine experiment behavior). |
| 6        | DEPTHHL(I)       | Thickness of the I-th basemat layer; setting is arbitrary if ICTC&lt;3 or NCOMP=1. |</p>
<table>
<thead>
<tr>
<th>Line No.</th>
<th>Variable Name(s)</th>
<th>Definition/Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>XWTC(I,1) – XWTC(I,4)</td>
<td>Weight % CO₂, H₂O, K₂O, and Na₂O, respectively, in I-th concrete layer. <strong>Note:</strong> Lines 7-11 omitted if ICTC&lt;4.</td>
</tr>
<tr>
<td>8</td>
<td>XWTC(I,5) – XWTC(I,8)</td>
<td>Weight % TiO₂, SiO₂, CaO, and MgO, respectively, in I-th concrete layer. <strong>Note:</strong> Lines 7-11 omitted if ICTC&lt;4.</td>
</tr>
<tr>
<td>9</td>
<td>XWTC(I,9) – XWTC(I,12)</td>
<td>Weight % Al₂O₃, FeO, Fe₂O₃, and Fe₃O₄, respectively, in I-th concrete layer. <strong>Note:</strong> Lines 7-11 omitted if ICTC&lt;4.</td>
</tr>
<tr>
<td>10</td>
<td>XWTC(I,13) – XWTC(I,16)</td>
<td>Weight % Fe, Cr, Ni, and Zr, respectively, in I-th concrete layer. <strong>Note:</strong> Lines 7-11 omitted if ICTC&lt;4.</td>
</tr>
<tr>
<td>11</td>
<td>XWTC(I,17) – XWTC(I,18)</td>
<td>Weight % ZrO₂ and B₂O₃, respectively, in I-th concrete layer. <strong>Note:</strong> Lines 7-11 omitted if ICTC&lt;4.</td>
</tr>
<tr>
<td>12</td>
<td>TFWS, TFWL</td>
<td>Concrete decomposition temperature range for dryout of free water; typical values are 417/437 K.</td>
</tr>
<tr>
<td>13</td>
<td>TBWS, TBWL</td>
<td>Concrete decomposition temperature range for dryout of bound water in Ca(OH)₂ (typical values are 853/873 K).</td>
</tr>
<tr>
<td>14</td>
<td>TMCAS, TMCAL</td>
<td>Concrete decomposition temperature range for dryout of CO₂ bound in MgCa(CO₃)₂; typical values are 1033/1053 K.</td>
</tr>
<tr>
<td>15</td>
<td>TCAS, TCAL</td>
<td>Concrete decomposition temperature range for dryout of CO₂ bound in CaCO₃; typical values are 1172/1192 K.</td>
</tr>
<tr>
<td>16</td>
<td>IPHASE</td>
<td>Parameter controlling the phase diagram calculation. Set IPHASE=1 to use the ANL (i.e., Roche et al.) data for fully oxidized core melt containing limestone/common sand concrete, set IPHASE=2 to use the Roche data for corium containing siliceous concrete, set IPHASE=3 to use the Roche data for corium containing limestone/limestone concrete, or set IPHASE=4 to utilize a user-specified oxide phase diagram. <strong>Note:</strong> If IPHASE ≤ 3, Lines 17-20 are omitted.</td>
</tr>
<tr>
<td>17</td>
<td>IEUTEC</td>
<td>Set IEUTEC=0 if unoxidized Zr is assumed to exist in the metal phase from the oxide, or set IEUTEC=1 if Zr is assumed to be soluble in the oxide. This parameter only affects the evaluation of corium thermo-physical properties.</td>
</tr>
<tr>
<td>18</td>
<td>NSOLID</td>
<td>Set NSOLID=1 to evaluate the oxide phase solid fraction from the phase diagram for the particular melt composition, or set NSOLID=2 to evaluate the solid fraction based on the assumption that the solid fraction varies linearly between the oxide phase solidus and liquidus.</td>
</tr>
<tr>
<td>19</td>
<td>NSOLP</td>
<td>If IPHASE=4 (i.e., user-specified oxide phase diagram), then NSOLP equals the total number of points in the interpolation table for the oxide-phase solidus versus wt % concrete in the melt.</td>
</tr>
<tr>
<td>20</td>
<td>XWTSOL(I), FSOLP(I)</td>
<td>I-th point in the interpolation table for the oxide solidus vs. wt % concrete in the melt, 1≤I≤NSOLP. <strong>Note:</strong> Line 18 is repeated NSOLP times.</td>
</tr>
<tr>
<td>21</td>
<td>NLIQP</td>
<td>NLIQP is the number of points in the oxide-phase liquidus interpolation table vs. wt % concrete in the melt.</td>
</tr>
<tr>
<td>22</td>
<td>XWTLIQ(I), FLIQP(I)</td>
<td>I-th point in the interpolation table for the oxide liquidus vs. wt % concrete in the melt, 1≤I≤NLIQP. <strong>Note:</strong> Line 20 is repeated NSOLP times.</td>
</tr>
</tbody>
</table>
Table 3-2 (contd.). CORQUENCH4.1 Input Variable Descriptions for ‘quenchin.dat.’

<table>
<thead>
<tr>
<th>Line No.</th>
<th>Variable Name(s)</th>
<th>Definition/Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>NPOURS</td>
<td>Number of time intervals into which the RPV pour is subdivided. If NPOURS=0, then the mass flowrate of corium relocating from the vessel into the MCCI zone is assumed to equal zero over the computed time domain. <strong>Note:</strong> If NPOURS=0, Lines 22-24 are omitted. If NPOURS&gt;0, Lines 22-24 are repeated NPOURS times.</td>
</tr>
<tr>
<td>22</td>
<td>TST(I), TSTOP(I)</td>
<td>I-th pour interval start and stop times, respectively.</td>
</tr>
<tr>
<td>22</td>
<td>AINTP(I), BINTP(I)</td>
<td>Melt temperature coefficients for the relocating corium over the pour interval. Melt temperature may vary linearly; i.e., ( T_{mel}=AINTP(I)+BINTP(I) \times (t-TST(I)) ).</td>
</tr>
<tr>
<td>23</td>
<td>NISTP</td>
<td>Total number of corium constituents (1-22) draining from the RPV in the I-th pour interval.</td>
</tr>
<tr>
<td>24</td>
<td>IT, APOUR(IT,I), BPOUR(IT,I)</td>
<td>Pour rate coefficients for IT-th melt constituent; the pour rate for each constituent can vary linearly; i.e., ( \text{Rate}=APOUR(IT,I)+BPOUR(IT,I) \times (t-TST(I)) ).</td>
</tr>
<tr>
<td></td>
<td>SIGYCR</td>
<td>Crust structural yield strength; this parameter is only important if the crust anchoring computational option is selected (i.e., NUSGAP=1; see Line 30 description below).</td>
</tr>
<tr>
<td></td>
<td>FRZFR</td>
<td>Solid fraction at which “freezing” is assumed to occur in the crust; parameter is included to mock up “mushy zone behavior.” Set FRZFR=1 to use the oxide-phase solidus temperature as the crust freezing temperature, or set FRZFR=0 to use the oxide liquidus. Set 0&lt;FRZFR&lt;1 to interpolate the freezing temperature from the temperature/solid fraction relationship assumed for the calculation (see NSOLID definition in Line 16).</td>
</tr>
<tr>
<td>26</td>
<td>NINGRS</td>
<td>If water is added during the calculation (i.e., NADD&gt;0; see Line 39), then set NINGRS=0 if the crust is considered impervious with respect to water ingression; set NINGRS=1 if water ingestion into a growing crust of user-specified permeability is to be calculated; or set NINGRS=2 if water ingestion into a growing crust is calculated, with the time (composition) dependent crust dryout limit calculated with the Lister/Epstein model.</td>
</tr>
<tr>
<td>26</td>
<td>PERM</td>
<td>Crust permeability (m²) when water ingestion into a growing crust is to be calculated (i.e., NADD&gt;0 and NINGRS=1). If NINGRS = 0 or 2, then the setting of PERM is arbitrary.</td>
</tr>
<tr>
<td>26</td>
<td>CINGRES</td>
<td>Empirical constant in the ANL dryout heat flux model; if NINGRS=0 or 1, then the setting of CINGRES is arbitrary.</td>
</tr>
<tr>
<td>26</td>
<td>CHFMULT</td>
<td>With water present, CHFMULT is a CHF multiplier used as one criterion for determining if when film boiling breaks down with a stable crust present; i.e., if the debris-water heat flux falls below ( q_{CHF} ), then transition to nucleate boiling occurs. This criterion is used in conjunction with the Henry minimum film boiling point model to determine when film boiling breaks down. Set CHFMULT=0 to use only the Henry correlation.</td>
</tr>
<tr>
<td>26</td>
<td>CCRIT</td>
<td>With water present, CCRIT is a CHF multiplier used as one criterion for determining when bulk cooling breaks down; i.e., if the debris-water heat flux falls below ( q_{CHF} ), then a stable crust growth calculation is initiated. This criterion is used in conjunction with the critical superficial gas velocity criterion for determining when stable crust formation occurs. Set CCRIT=0 to use only the minimum gas velocity correlation.</td>
</tr>
<tr>
<td>Line No.</td>
<td>Variable Name(s)</td>
<td>Definition/Function</td>
</tr>
<tr>
<td>---------</td>
<td>------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>27</td>
<td>NENTR</td>
<td>If water is added during the calculation (i.e., NADD&gt;0; see Line 39), set NENTR=0 if the crust is considered impervious with respect to melt eruptions; set NENTR=1 if eruptions with subsequent particle bed formation is calculated using a constant, user-specified, melt entrainment coefficient; set NENTR=2 if eruptions/bed formation is calculated using the Ricou-Spalding entrainment rate correlation; or set NENTR=3 if eruptions/bed formation is calculated using the ANL mechanistic model for melt eruptions that is based on single-phase flow. <strong>Note:</strong> If NENTR=0, the settings of the four parameters below are arbitrary.</td>
</tr>
<tr>
<td></td>
<td>ENSPEC</td>
<td>When NENTR=1, ENSPEC is the user-specified fractional melt entrainment coefficient.</td>
</tr>
<tr>
<td></td>
<td>ENRICO</td>
<td>When NENTR=2, ENRICO is the empirical constant multiplier in the Ricou-Spalding correlation (0.06&lt;ENRICO&lt;0.12, with ENRICO=0.10 typically used).</td>
</tr>
<tr>
<td></td>
<td>DBED</td>
<td>If NENTR&gt;0, DBED is the (assumed uniform) particle diameter in the debris bed. This is used in the evaluation of the bed dryout heat flux with Lipinski’s model.</td>
</tr>
<tr>
<td></td>
<td>POROSBED</td>
<td>If NENTR&gt;0, POROSBED is the particle bed porosity used to evaluate the bed dryout heat flux with Lipinski’s model.</td>
</tr>
<tr>
<td>28</td>
<td>NVISC</td>
<td>Set NVISC=1 to use the Ishii-Zuber correlation for viscosity enhancement due to buildup of solids in the melt, or set NVISC=2 to use the Kunitz solid-phase viscosity enhancement factor.</td>
</tr>
<tr>
<td></td>
<td>ALPMAX</td>
<td>ALPMAX is the maximum solid fraction in the melt (i.e., viscosity (\rightarrow) (\infty) as solid fraction (\rightarrow) ALPMAX).</td>
</tr>
<tr>
<td>29</td>
<td>NKSPEC</td>
<td>Set NKSPEC=0 to evaluate the top crust thermal conductivity using the property subroutines currently implemented in the code, or set NKSPEC=1 if the crust thermal conductivity is user-specified.</td>
</tr>
<tr>
<td></td>
<td>FKS</td>
<td>If NKSPEC=1, FKS is the user-specified crust thermal conductivity.</td>
</tr>
<tr>
<td>30</td>
<td>NUSGAP</td>
<td>When water is added (NADD&gt;0), set NUSGAP=0 if the top crust always floats atop the melt, or set NUSGAP=1 if crust anchoring and gap formation between the melt and crust is to be calculated if the crust thickness exceeds the minimum required to be mechanically stable in the test section span under the applied loads of the crust and particle bed weights; or set NUSGAP=2 to calculate the previous case but with the overlying water head included in the applied load evaluation.</td>
</tr>
<tr>
<td></td>
<td>NBUBSP</td>
<td>If crust anchoring &amp; gap formation could occur, then set NBUBSP=0 if the crust is considered separated when the separation distance exceeds zero, or set NBUBSP=1 if the crust is considered separated when the distance exceeds the sparging gas bubble radius. This option accounts for melt surface roughness in the evaluation of the separation time.</td>
</tr>
<tr>
<td></td>
<td>CCRGAP</td>
<td>Constant relating the test section area and crust yield strength (SIGYCR; see Line 30) to the minimum crust depth for structural stability in the given cavity span through the equation: Applied Load = CCRGAP*SIGYCR*(Crust Thickness)(^2). For reference, values of CCRGAP for various modeling assumptions under a uniform load are as follows: Circular plate, simply supported edges: CCRGAP=4.71 for ductile failure, or CCRGAP=2.53 for brittle failure. Circular plate, fixed edges: CCRGAP=8.84 for ductile failure, or CCRGAP=4.18 for brittle failure. Square plate, supported edges: CCRGAP=5.48 for ductile failure.</td>
</tr>
<tr>
<td>Line No.</td>
<td>Variable Name(s)</td>
<td>Definition/Function</td>
</tr>
<tr>
<td>---------</td>
<td>-----------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>31</td>
<td>NBUBRS</td>
<td>Set NBUBRS=0 to use the Taylor instability model for sparging gas bubble diameter and the inviscid flow solution for terminal rise velocity, or set NBUBRS=1 to include an ANL viscous flow model in the gas bubble diameter evaluation (i.e., $D_{\text{bub}} = \text{AMAX}(D_{\text{inviscid}}, D_{\text{viscous}})$), along with the Peebles-Garber correlation for the bubble terminal rise velocity.</td>
</tr>
<tr>
<td>32</td>
<td>NCHEM</td>
<td>Set NCHEM=0 if condensed phase chemical reactions between metallic Zr and SiO₂ are to be neglected, or set NCHEM=1 if these reactions are to be calculated.</td>
</tr>
<tr>
<td>33</td>
<td>NBOTBC</td>
<td>Set NBOTBC=1 if the axial melt/concrete interfacial heat transfer coefficient is to be calculated with Bradley’s modification to Malenkov-Kutateladze correlation; set NBOTBC=2 to use the CORCON gas film model; set NBOTBC=3 to use the CORCON gas film model with a transition to the Bradley model if the gas velocity falls below the Berenson modified gas sparging limit for film collapse (see XMULTBR below); or set NBOTBC=4 to use the Sevon axial heat transfer correlation. <strong>Note:</strong> Gas film modeling options (i.e. NBOTBC=2 or 3) should not be used if NABBL=2 in Line 3 as this model has its own unique quasi-steady crust model.</td>
</tr>
<tr>
<td>33</td>
<td>NSIDEBC</td>
<td>Set NSIDEBC=1 if the radial melt/concrete interfacial heat transfer coefficient is calculated with Bradley’s modification to Malenkov-Kutateladze correlation; set NSIDEBC=2 to use the CORCON gas film model based on an average film thickness; set NSIDEBC=3 to use the Sevon radial heat transfer correlation for limestone/common; or set NSIDEBC=4 to use the Sevon correlation for siliceous concrete. <strong>Note:</strong> Gas film modeling option (i.e. NSIDEBC=2) should not be used if NABBL=2 in Line 3 as this model has its own unique quasi-steady crust model.</td>
</tr>
<tr>
<td></td>
<td>NVOID</td>
<td>Set NVOID=1 if the melt void fraction is evaluated with Brockmann’s correlation, set NVOID=2 if void fraction is evaluated with the Wallis correlation, or set NVOID=3 if void fraction is evaluated with the Kataoka-Ishii correlation.</td>
</tr>
<tr>
<td></td>
<td>XMULTBR</td>
<td>Set XMULTBR to the Berenson minimum gas velocity multiplier for film collapse; see NBOTBC description above.</td>
</tr>
<tr>
<td></td>
<td>XBMULT</td>
<td>Empirical multiplier for user manipulation of bottom heat transfer coefficient; set XBMULT=1.0 to maintain the user-specified correlation (viz. setting of NBOTBC) without modification.</td>
</tr>
<tr>
<td></td>
<td>XSMULT</td>
<td>Empirical multiplier for user manipulation of sidewall heat transfer coefficient; set XSMULT=1.0 to maintain the user-specified correlation (viz. setting of NSIDEBC) without modification.</td>
</tr>
</tbody>
</table>
Table 3-2 (contd.). CORQUENCH4.1 Input Variable Descriptions for ‘quenchin.dat.’

<table>
<thead>
<tr>
<th>Line No.</th>
<th>Variable Name(s)</th>
<th>Definition/Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>34</td>
<td>NDEC</td>
<td>If NDEC=1 the melt decay heat <em>density</em> is evaluated as $P_{\text{melt}}$ (W/kg UO$<em>2$) using the ANSI/ANS-5.1-1994 decay heat function for thermal fission of U-235. In this case the decay in the crust and particle bed regions are calculated from $P</em>{\text{crust}}=\text{CON1} \cdot P_{\text{melt}}$ and $P_{\text{bed}}=\text{CON2} \cdot P_{\text{melt}}$, respectively. If NDEC=2 the gross (melt+crust+bed) decay heat level (W) is evaluated from user-supplied data (see Line 36). In this case, the decay heat delivered to the melt, crust, and particle bed zones are evaluated as $P_{\text{melt}} = (1-\text{CON1}-\text{CON2}) \cdot P$, $P_{\text{crust}} = \text{CON1} \cdot P$, and $P_{\text{bed}} = \text{CON2} \cdot P$, respectively, where $P$ is power interpolated from user-supplied data. If NDEC=3 the melt specific power density (W/kg UO$_2$) is evaluated from user-supplied data (see Line 36). In this case, the power densities in crust and particle bed zones are evaluated in the same manner as for the case NDEC=2. \textbf{Note 1:} If NDEC=1, then 'time zero' defined in Line 52 should correspond to the time of reactor scram. \textbf{Note 2:} Gross input power modeling assumption (i.e. NDEC=2) is not available when NUMNOD&gt;1.</td>
</tr>
<tr>
<td>35</td>
<td>NPOINT</td>
<td>If NDEC ≥ 2, NPOINT equals the number of points in the user-supplied decay heat interpolation table. \textbf{Note:} If NDEC=1, the setting of NPOINT is arbitrary.</td>
</tr>
<tr>
<td>35</td>
<td>CON1, CON2</td>
<td>Constants used in the evaluation of the decay heat in the crust and particle bed zones; see NDEC definition in Line 34.</td>
</tr>
<tr>
<td>35</td>
<td>PCORE, XMFUEL</td>
<td>For the case in which NDEC = 1, this is the core thermal power level (W) and the fuel mass (kg UO$_2$) in the core. These two parameters are used to calculate the fuel power density (i.e. PCORE/XMFUEL) prior to scram. If you would rather specify power density, then set PCORE to the desired power density and XMFUEL=1.0 kg. \textbf{Note:} settings are irrelevant if NDEC≠1</td>
</tr>
<tr>
<td>35</td>
<td>FRACFP</td>
<td>Fraction of decay heat left in the core debris involved in the MCCI; i.e., this parameter can be used to account for the effect of the loss of volatile fission products from the melt earlier in the accident sequence if desired. Set FRACFP=1 to bypass and assume all decay heat is deposited in the core debris involved in the MCCI.</td>
</tr>
<tr>
<td>35</td>
<td>TEFPD</td>
<td>Total number of \textit{days} for which the core is at full power before the accident is initiated</td>
</tr>
<tr>
<td>36</td>
<td>TDEC(I), DEC(I)</td>
<td>If NDEC &gt; 2, this is the I-th point in the user-supplied decay heat power level (DEC) versus time (TDEC) table; 1 &lt; I &lt; NPOINT. \textbf{Note:} If NDEC = 1, this line is omitted.</td>
</tr>
<tr>
<td>37</td>
<td>NPRES</td>
<td>Logic control parameter for system pressure. Set NPRES=1 if pressure is constant at PDRYWY over the course of the calculation. Set NPRES&gt;1 if pressure is calculated from a user-supplied time-pressure interpolation table (see Line 38); in this case, NPRES is set equal to the number of points in that table (2 minimum)</td>
</tr>
<tr>
<td>37</td>
<td>PDRYWY</td>
<td>\textit{Cavity absolute pressure (MPa).} \textbf{Note:} Setting of this parameter is irrelevant if NPRES&gt;1.</td>
</tr>
<tr>
<td>37</td>
<td>EDRYWY</td>
<td>Cavity radiation emissivity.</td>
</tr>
<tr>
<td>37</td>
<td>TSTRUC</td>
<td>Temperature of upper cavity structure. This temperature is used as the overlying radiation temperature boundary condition when the cavity is dry.</td>
</tr>
<tr>
<td>38</td>
<td>TPRES(I), PPRES(I)</td>
<td>User-supplied interpolation table if NPRES&gt;1; if NPRES=1, this line is omitted. If NPRES&gt;1, then there are NPRES points provided.</td>
</tr>
<tr>
<td>Line No.</td>
<td>Variable Name(s)</td>
<td>Definition/Function</td>
</tr>
<tr>
<td>---------</td>
<td>-----------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>39</td>
<td>NADD</td>
<td>Parameter which controls water addition during the calculation. Set NADD=0 if the cavity remains dry. Set NADD=1 if saturated water is maintained over the MCCI after time TADD. Set NADD=2 if saturated water is maintained over the MCCI after an ablation depth of DEPAB is reached. Set NADD=3 if a detailed water inventory model is used with heatup, boiloff, injection, spillover, and spreading between nodes. Injection and spillover are modeled with NINJ and NDOWNC parameters. Note: If NADD ≤ 2, (i.e., cavity remains dry or a simple cavity flooding model is invoked), Lines 40-45 are omitted from the input file.</td>
</tr>
<tr>
<td>40</td>
<td>NINJ</td>
<td>Number of water injection sources if detailed water inventory model is selected (NADD=3). Note: Lines 41-42 are omitted if NINJ=0.</td>
</tr>
<tr>
<td>41</td>
<td>NISTR(J), NISTP(J), NPTINJ(I)</td>
<td>For the I-th injection source, NISTR(I)-NISTP(I) node range over which injection is occurring, and NPTINJ(I) = number of points in the water injection flowrate and temperature interpolation tables at this location (see Line 42). Note: The injection sources should not spatially overlap. If they do, then the regions where they do overlap should be combined and input as a distinct, new water injection source.</td>
</tr>
<tr>
<td>42</td>
<td>TIMINJ(LL), XDTINJ(LL), TDTINJ(LL)</td>
<td>For injection in node range NISTR(I)-NISTP(I), these are the L-th time, mass flowrate (kg/sec), and temperature points, respectively, for interpolation of injection flowrate and temperature given the current time, 1 ≤ L ≤ NPTINJ(I). The flow is assumed to be uniformly distributed (based on an area weighting) over this range of nodes.</td>
</tr>
<tr>
<td>43</td>
<td>NDOWNC</td>
<td>Number of nodes from which water can spillover and be lost from the calculation if the water depth reaches a user-defined height (see below). Note: Lines 44-45 are omitted if NINJ=0.</td>
</tr>
<tr>
<td>44</td>
<td>NDC(I), ELDCO(I), NPTDC(I)</td>
<td>For I-th spillover point, NDC(I) = node at which spillover can occur; ELDCO(I) is the lowest elevation at which spillover can begin, and NPTDC(I) is the number of interpolation points in the cord length function that is used to calculate spillover area as a function of water height above elevation ELDCO(I).</td>
</tr>
</tbody>
</table>
Table 3-2 (contd.). CORQUENCH4.1 Input Variable Descriptions for ‘quenchin.dat.’

<table>
<thead>
<tr>
<th>Line No.</th>
<th>Variable Name(s)</th>
<th>Definition/Function</th>
</tr>
</thead>
</table>
| 45       | ELDCX(I,L), CRDCX(I,L) | For the spillover point at node NDC(I), these are the L-th elevation (m) and cord length (m) points, respectively, for interpolation of cord length available for spillover at this location; 1 ≤ L ≤ NDC(I).  
**Note 1:** the elevation points ELDCX(LL) are input as absolute relative to the initial floor level elevation.  
**Note 2:** At least two points are required [i.e. NPTDC(I) ≥ 2 on Line 44]  
**Note 3:** The ‘cord length’ CRDCX(I) is defined such that the water height above the spillover inlet multiplied by the interpolated cord length equals the water flow area into the downcomer. For example, if the downcomer is a circular pipe with a horizontal opening, then the cord length is simply the pipe circumference. |
| 46       | NACTIV(I) | For the I-th node, set NACTIV(I) = 0 if the node is inactive (i.e. inert, without melt present), or set NACTIV(I) = 1 if this is an active MCCI node. This parameter allows inert node volumes to exist in the mesh that can harbor water if the detailed (NADD = 3) water inventory model is selected.  
**Note 1:** if NUMNOD=1, then NACTIV(I) must be set to 1; **Note 2:** Lines 46-49 are repeated NUMNOD times. |
<p>|          | N2DCALCC(I) | For the I-th node, set N2DCALCC(I) = 1 to perform a 1-D (axial) basemat erosion calculation, N2DCALCC(I) = 2 to perform a 2-D (axial plus radial; right cylinder geometry assumed) erosion calculation, set N2DCALCC(I) = 3 to perform a 2-D notch-geometry calculation with two opposing, ablating walls, set N2DCALCC(I)=4 to perform a 2-D notch-geometry calculation with one wall ablating and the other inert, or set N2DCALCC(I)=5 to perform a 2-D cylindrical annulus calculation with the inner radius fixed and the outer wall ablating. |
| 46       | NSMP(I) | For the I-th node, set NSMP(I) = 0 if the node is not considered to be a sump with a pre-existing elevation difference between adjacent node(s) that could limit sidewall ablation area relative to the pool height available for ablation. For instance, if the melt pool surface elevation at the node is greater than the sump depth, then sidewall ablation area is limited by the sump wall height as opposed to depth. If the node is considered to be a sump, then set NSMP(I) = 1 if the melt surface elevation is to be compared to the concrete elevation of the node to the right (i.e. I + 1) to determine the controlling sidewall height, or set NSMP(I) = 2 if the comparison is made to the node to the left (i.e. I - 1). Finally, if N2DCALCC(I) = 3, then set NSMP(I) = 3 if both left and right walls are compared. |
|          | ABMATC(I) | Initial basemat axial surface area in contact with melt at I-th node. |
|          | XWID2DC(I), XLEN2DC(I) | When N2DCALCC(I) = 3 or 4, these are the rectilinear dimensions of the basemat; XLEN2DC(I) is the initial distance between the ablating concrete walls, while XWID2DC(I) is the width between the adiabatic wall(s). |
|          | RINOTC(I) | When N2DCALCC(I) = 5, this is the inner radius of the cylindrical annulus that is fixed over the calculation. |</p>
<table>
<thead>
<tr>
<th>Line No.</th>
<th>Variable Name(s)</th>
<th>Definition/Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>47</td>
<td>IFLGA(I)</td>
<td>Parameter specifying if the I-th node cell is a receptor of melt relocating from the RPV during the calculation. Set IFLAG(I) = 0 if it is not a receptor, or = 1 if it is a receptor. The setting is irrelevant if NPOURS=0 (see Line 21).</td>
</tr>
<tr>
<td></td>
<td>DXNODE(I)</td>
<td>When NADD = 3 (detailed water inventory model selected), this is the overall length of the node parallel to the flow direction. Value is arbitrary if NADD &lt; 3.</td>
</tr>
<tr>
<td></td>
<td>RAD(I)</td>
<td>When NADD = 3, this is the radial location (i.e. distance along spreading path) within the cell at which the node is located; i.e., the node does not have to be cell-centered. Value is arbitrary if NADD &lt; 3.</td>
</tr>
<tr>
<td></td>
<td>ARC(I)</td>
<td>When NADD = 3, this is the arc length available for water spreading between the I-th and I+1 nodes. The arc length times water height determines the flow area for relocation between nodes. Value is arbitrary if NADD&lt;3.</td>
</tr>
<tr>
<td></td>
<td>ELO(I)</td>
<td>Regardless of the setting of NADD, this is the initial concrete surface elevation for the I-th node.</td>
</tr>
<tr>
<td>48</td>
<td>TMELTIC(I)</td>
<td>Initial melt temperature at I-th node.</td>
</tr>
<tr>
<td>49</td>
<td>YC(I,K), ZC(I,K), ZBC(I,K)</td>
<td>For I-th node, this is the initial mass of K-th corium constituent in melt, crust, and particle bed regions, respectively (8 &lt; K &lt; 29; see Table 3-3).</td>
</tr>
<tr>
<td>50</td>
<td>NVELP, NITMAXW, DAVMWX, DVMWX</td>
<td>If NADD = 3, then these are the numerical control parameters for the water velocity spreading model. Set NVELP = the number of subintervals into which the main CORQUENCH timestep (DTIME; see Line 51) is subdivided. Depending upon DTIME, a smaller timestep for the fluid mechanics calculation may be needed. Set NVELP &gt; 1. NITMAXW is the maximum number of attempts allowed for the water spreading model numerical scheme to meet the convergence criteria DAVMWX and DVMWX. DAVMWX is the maximum allowable average change in water spreading velocity between iterations across all nodes (m/s), while DVMWX is the maximum change in spreading velocity at any node (m/s). Note: Settings for these parameters are irrelevant if NADD&lt;3; see Line 39. User Guidance: Typical settings for these parameters are 2, 5, 0.001 m/s and 0.005 m/s.</td>
</tr>
<tr>
<td>51</td>
<td>NENMXW, DEAVMWX, DEMXW</td>
<td>If NADD = 3, then these are the numerical control parameters for the water conservation of energy spreading model. NENMXW is the maximum number of attempts allowed for the conservation of energy equation to meet the convergence criteria DEAVMWX and DEMXW. DEAVMWX is the maximum allowable average change in water specific enthalpy between iterations across all nodes (J/kg), while DEVXMW is the maximum change in specific enthalpy at any node (J/kg). Note: Settings for these parameters are irrelevant if NADD&lt;3; see Line 39. User Guidance: Typical values for these parameters are 20, 300 J/kg, and 600 J/kg.</td>
</tr>
<tr>
<td>52</td>
<td>TIMEO</td>
<td>Start time for the calculation (seconds).</td>
</tr>
<tr>
<td></td>
<td>DTIME</td>
<td>Calculation timestep (seconds)</td>
</tr>
<tr>
<td></td>
<td>TMAX</td>
<td>Maximum time to which the calculation is to be performed (seconds), unless an axial or radial ablation limit is reached; see below.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Line No.</th>
<th>Variable Name(s)</th>
<th>Definition/Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>53</td>
<td>TSTRT1</td>
<td>Time at which the evaluation of numerically integrated quantities (e.g., gross decay heat input, cumulative energy transfer to boundaries, cumulative gas release) is to be initiated.</td>
</tr>
<tr>
<td>54</td>
<td>NPRINT</td>
<td>Print frequency to text output file ‘quenchout.dat’; the data are printed every NPRINT timesteps.</td>
</tr>
<tr>
<td>54</td>
<td>NPLOT</td>
<td>Print frequency to Excel-compatible plotting files; the data are written out every NPLOT timesteps. File definitions are provided in Lines 55-57 below.</td>
</tr>
<tr>
<td>55</td>
<td>I, NPRT(I), NPLT(I)</td>
<td>For the multi-nodal option (NUMNOD &gt; 1), this line allows the user to select nodes at which detailed data are to be written to text and excel plotting files, respectively. This line is repeated NUMNOD times. For the I-th node, set NPRT(I) = 0 if the data for that node is not to be written to the text output file ‘quenchout.dat’, or set NPRT(I) = 1 if the data are to be written every NPRINT timesteps. All nodes for which NPRT(I) = 1 are sequentially written to the same file, quenchout.dat. Similarly, set NPLT(I) = 1 if a comprehensive time-dependent output file is to be written for the I-th node for input into the excel plotting package, or set NPLT(I) = 0 if this node is bypassed. If NPLT(I) = 1, then the data are written to a file denoted fort.1xxx, where xxx corresponds to the node number. For instance, for the 17-th node, the output file would be fort.1017, while for node 152, the file would be fort.1152. If NPLT(I)=1, a smaller file is written to fort.10xxx that contains most of the key thermal/ hydraulic data of interest for analysis (e.g. ablation profiles, melt temperature, zone masses/decay heat levels, energy balance data).</td>
</tr>
<tr>
<td>56</td>
<td>NTIMSPC</td>
<td>Set NTIMSPC equal to the number of times at which spatially dependent data (i.e., NUMNOD &gt; 1) are to be written out.</td>
</tr>
<tr>
<td>57</td>
<td>TIMSPC(I)</td>
<td>These are the user-specified times (seconds) at which spatially dependent data are to be written to an individual output files denoted ‘fort.x’, where x=I is the sequential data file identifier for that particular time. For instance, for the 3rd specified time at which data are to be written, the output file is denoted fort.3. This line is repeated NTIMSPC times, and there are NTIMSPC files created at the end of the run.</td>
</tr>
</tbody>
</table>

ABAXLIM   | Maximum allowable axial ablation; calculation terminated if this limit is reached. |
ABRDLIM   | Maximum allowable radial ablation; calculation terminated if this limit is reached. |
<table>
<thead>
<tr>
<th>Index</th>
<th>Constituent</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Ca(OH)$_2$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>CaCO$_3$</td>
<td>Decomposable Concrete Constituents</td>
</tr>
<tr>
<td>3</td>
<td>MgCa(CO$_3$)$_2$</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>H$_2$O (liquid)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>H$_2$O (vapor)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>K$_2$O (solid)</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>K$_2$O (vapor)</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Na$_2$O</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>TiO$_2$</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>SiO$_2$</td>
<td>Concrete &amp; Corium Constituents</td>
</tr>
<tr>
<td>11</td>
<td>CaO</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>MgO</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Al$_2$O$_3$</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>FeO</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Fe$_2$O$_3$</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Fe$_3$O$_4$</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Fe</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>Cr</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Ni</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Zr</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>ZrO$_2$</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>B$_2$O$_3$</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>U</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>B$_4$C</td>
<td>Corium Constituents</td>
</tr>
<tr>
<td>25</td>
<td>Si</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>SiC</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>Cr$_2$O$_3$</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>NiO</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>UO$_2$</td>
<td></td>
</tr>
</tbody>
</table>
The code currently does not make timestep adjustments to meet a user-specified integration tolerance. Thus, for a particular case, a few different timesteps (see Line 52 in Tables 3-1 and 3-2) should be tried to verify that the solution has adequately converged. A one second timestep has been found to provide good convergence in most cases in which the quasi-steady concrete ablation model is used (i.e., NABBL=0). However, for situations in which concrete dryout models are selected (i.e., NABBL =1 or 2), then a smaller timestep is required to resolve the thermal boundary layer evolution early in the transient. A typical timestep for this case would be 0.1 seconds. If this timestep is too large, an error message will be written to the diagnostics file ‘diag.dat’ informing the user to this effect, and the run will terminate.

### 3.2 Input File Description

As described in Section 2, the overall approach for implementing a multi-nodal MCCI modeling capability in CORQUENCH4.1 is to make a common set of assumptions regarding concrete composition, modeling approaches for melt-concrete and melt-atmosphere heat transfer, and core debris thermo-physical modeling methods that are uniformly applied across all active nodes involved in the analysis. Local conditions that can be initialized include debris mass, composition, physical state (i.e., melt, crust, and particle bed), and temperature; initial node dimensions and ablation characteristics (i.e., 1-D or 2-D); and spatial orientation of nodes with respect to each other. This latter information is required when the detailed water inventory model is invoked so that water relocation between nodes can be calculated. The input file (Table 3-2) is structured to reflect these variations in the types of information that are required to carry out an integrated simulation, and are described in greater detail below.

The first line in the input file is a 70-character string ‘TITLE’ that is written as a header to the ASCII output file ‘quenchout.dat’; this provides the user the opportunity for labeling output files if needed. The second line defines the variable ‘TCNOT’ which is the initial concrete temperature used in the evaluation of the concrete decomposition specific enthalpy. Lines 3 through 15 define the overall concrete decomposition modeling assumptions and concrete content(s) to be used at each node in the calculation. The number of nodes, NUMNOD, is set in line 3 (NUMNOD≥1). Note that additional data regarding the node geometries is specified later in the input file (i.e., Lines 46-47). Also in Line 3, set ICTC=1, 2, or 3 to select the default limestone/common sand concrete, siliceous concrete, or limestone/limestone concrete types (see Table 3-4), respectively, or set ICTC=4 to input a user-specified composition. If ICTC=4, then the basemat can consist of a single layer, or multiple layers with variable composition from layer to layer. However, note that the multi-layer basemat option can only be exercised when a single node (NUMNOD=1) analysis is being performed. If ICTC=4, then set NCOMP equal to the number of distinct layers into which the basemat is subdivided (NCOMP≤100; see Section 3.2). If ICTC≤3, then the settings of NCOMP and the user-specified concrete solidus and liquidus temperatures (TCSL(I), and TCLL(I); see Line 6) are arbitrary, since the default data are used (see Table 3-5). Further note that the composite basemat model (NCOMP>1) should only be used if a 1-D axial ablation calculation is being performed, since the code reassigns all concrete data as new basemat layers are entered based on the axial ablation depth alone. The parameter NABBL controls the type of concrete ablation model that is employed. Set NABBL=0 to use the quasi-steady concrete decomposition model (Section 2.3.1); set NABBL=1 to use the concrete dryout model that is initiated with a fully developed thermal boundary layer with no surface crust present and the surface temperature is initially at the concrete decomposition temperature (see Section
2.3.2); or set NABBL=2 to use the concrete dryout model that considers formation of a surface crust and the surface temperature is initially at TCNOT (see Section 2.3.3).

### Table 3-4. Default Concrete Breakdowns in Terms of Simple Oxides.\[^{76-77}\]

<table>
<thead>
<tr>
<th>Constituent</th>
<th>Limestone-Common Sand</th>
<th>Siliceous</th>
<th>Limestone-Limestone</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Weight %</td>
<td>Mole %</td>
<td>Weight %</td>
</tr>
<tr>
<td>SiO$_2$</td>
<td>28.8</td>
<td>22.8</td>
<td>69.7</td>
</tr>
<tr>
<td>CaO</td>
<td>26.4</td>
<td>22.4</td>
<td>13.7</td>
</tr>
<tr>
<td>Al$_2$O$_3$</td>
<td>3.6</td>
<td>1.7</td>
<td>4.0</td>
</tr>
<tr>
<td>K$_2$O</td>
<td>0.6</td>
<td>0.3</td>
<td>1.4</td>
</tr>
<tr>
<td>Fe$_2$O$_3$</td>
<td>1.6</td>
<td>0.5</td>
<td>1.0</td>
</tr>
<tr>
<td>TiO$_2$</td>
<td>0.1</td>
<td>0.1</td>
<td>0.8</td>
</tr>
<tr>
<td>MgO</td>
<td>9.8</td>
<td>11.6</td>
<td>0.7</td>
</tr>
<tr>
<td>Na$_2$O</td>
<td>1.1</td>
<td>0.8</td>
<td>0.7</td>
</tr>
<tr>
<td>H$_2$O</td>
<td>6.2</td>
<td>16.4</td>
<td>6.91</td>
</tr>
<tr>
<td>CO$_2$</td>
<td>21.8</td>
<td>23.4</td>
<td>1.00</td>
</tr>
</tbody>
</table>

### Table 3-5. Solidus and Liquidus Temperatures for Several Concrete Types.\[^{78}\]

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Concrete Type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Limestone/common sand</td>
</tr>
<tr>
<td>Solidus (K)</td>
<td>1393</td>
</tr>
<tr>
<td>Liquidus (K)</td>
<td>1568</td>
</tr>
</tbody>
</table>

Lines 4 and 5 control the general axial and radial modeling assumptions at the core-concrete interface when the transient concrete dryout model is used (NABBL=2). The modeling options are identical on both surfaces, and so only the input for the axial case (Line 4) is described. If the user wants to use the fully-developed concrete dryout model (NABBL=1) while maintaining Line 4 in the input file, then set NABLB=0. Conversely, set NABLB=1 to invoke the transient surface crust growth model for the case in which the crust is assumed to be porous so that slag continuously drains through the crust to the overlying melt pool once ablation begins. Finally, set NABLB=2 to invoke the crust growth model in which the slag is retained as a film beneath the crust. For cases in which NABLB>0, the parameter NFAILB controls the bottom surface crust failure (disappearance) criterion. Set NFAILB=1 if the crust fails after thinning to a user-specified thickness DCFAILB; set NFAILB=2 if the crust fails after thinning to the point that the crust is no longer mechanically stable under the applied load of the melt (Eq. 2-68); or set NFAILB=3 if the crust fails after a user-specified time TIMEFB. If NFAILB=2, then CFAILB is used as the empirical constant in the bottom crust failure pressure head correlation that is defined in Eq. 2-68. See the discussion below regarding Line 30 of the input file (i.e. CCRGAP definition) for appropriate settings of this constant based on various geometry and failure mode modeling assumptions. Finally, the parameter NBCB in Line 4 controls the bottom crust freezing temperature assumption used in the calculation; i.e., set NBCB=1 to calculate the freezing temperature based on the melt composition, or set NBCB=2 to calculate this temperature based on the crust composition.

Line 6 of the input file defines six additional parameters that are required to further characterize the decomposition properties of the $i^{th}$ layer of the concrete basemat, starting from the top and moving downward. The concrete solidus, liquidus, and decomposition temperatures.
(TCSL(I), TCLL(I), and TDCL(I)) are first defined. Regardless of the setting of ICTC, the user must input values for all three of these parameters, but if ICTC < 4, only the decomposition temperature TDCL(I) is used as the solidus and liquidus points are overwritten using the experimentally measured values for the selected default concrete type (see Table 3-5). Note that the decomposition temperature should satisfy TCSL(I)<TDCL(I)<TCLL(I). In addition, for any setting of ICTC, XFLH2O(I) and XFLCO2(I) are the decimal fractions of H2O and CO2 concrete decomposition gases, respectively, that are assumed to migrate upwards through the melt pool from the Ith basemat layer; the balance of the decomposition gases is assumed to be lost from the system. (This option was provided to mock up experiments in which some of the decomposition gas escaped from the bottom of the test crucible). The parameter DEPTH(I) defines the thickness (or depth) of the Ith basemat layer; if ICTC ≤3 or NCOMP=1 the setting of this parameter is arbitrary.

If ICTC=4, then lines 7-11 define the user-specified concrete composition (wt %) for CO2, H2O, K2O, Na2O (on Line 7); TiO2, SiO2, CaO, MgO (on Line 8); Al2O3, FeO, Fe2O3, Fe3O4 (on Line 9); Fe, Cr, Ni, Zr (on Line 10); and ZrO2, and B2O3 (on Line 11). If ICTC<4, this array is omitted from the input file. Conversely, if ICTC=4, then this array (along with line 6) is repeated NCOMP times.

Lines 12 through 15 respectively define the decomposition temperature ranges for the dryout of free water (H2O; TFWS, TFWL), bound water in calcium hydroxide (Ca(OH)2; TBWS, TBWL), CO2 bound in dolomite (MgCa(CO3)2; TMCAS, TMCAL), and finally CO2 bound in calcium carbonate (CaCO3; TCAS, TCAL). Typical data are: i) free water: saturation temperature; ii) calcium hydroxide: 785 K, iii) calcium carbonate: 1098 K; and iv) dolomite: 1172 K. Onset and completion of these decomposition processes are typically assumed to occur over a 20 K temperature range.

Lines 16 through 20 control the phase diagram assumptions for the calculation (see Section A.1.2). In particular, set IPHASE=1 to use curve fits to the Roche et al.[78] phase diagram data for a fully oxidized core melt composition containing limestone/common sand concrete, set IPHASE=2 to use the phase diagram data for corium containing siliceous concrete, or set IPHASE=3 to use the data for corium containing limestone/limestone concrete. Conversely, set IPHASE=4 to input a user-specified oxide phase diagram. If IPHASE=4, then NSOLP equals the total number of points in the interpolation table for the user-specified oxide-phase solidus versus wt % concrete in the melt. The vectors XWTSOL(I) and FSOLP(I) form the x-y dataset for this interpolation table, with 1≤I≤NSOLP. The vectors XWTLIQ(I) and FLIQP(I) with 1≤I≤NLIQP form the analogous dataset for the user-specified liquidus table.

The parameter IEUTEC controls the assumption of where unoxidized Zr resides in the melt. Set IEUTEC=0 if the Zr is assumed to exist in a discrete metal phase (along with any other metals present in the melt) from the oxide, or set IEUTEC=1 if the Zr is assumed to be soluble in the oxide. This parameter is only important in the evaluation of the corium thermophysical properties; i.e., whether or not the oxide phase freezing range is modified by the presence of Zr (see Section A.1.2). The parameter NSOLID controls the evaluation of the oxide phase solid fraction as a function of temperature. Set NSOLID=1 to evaluate the solid fraction from the phase diagram for the particular melt composition (again see Section A.1.2), or set NSOLID=2 to
evaluate the solid fraction based on the assumption that the solid fraction varies linearly between the oxide phase solidus and liquidus.

The parameter NPOURS in Line 21 defines the number of intervals in time into which the pour conditions from the RPV is subdivided. If NPOURS=0, then the mass flowrate of corium relocating from the vessel into the MCCI zone is assumed to equal zero over the time interval. However, if NPOURS>0, then TST(I) and TSTOP(I) denote the start and stop times of the I-th pour interval, while AINTP(I) and BINTP(I) are the melt temperature coefficients for the relocating corium over the interval. The melt temperature is assumed to vary linearly; i.e.,

\[ T_{\text{melt}} = A_{\text{INTP}(I)} + B_{\text{INTP}(I)} \times (t - \text{TST}(I)). \]

For the I-th melt pour interval, NISTP denotes the total number of corium constituents (NISTP can range from 1 to 22) included in the melt pour stream. The code then reads in NISTP lines of input in the form of IT, APOUR(IT,I), and BPOUR(IT,I) wherein IT denotes the index for the pour constituent (e.g., IT =29 denotes UO\(_2\); see Table 3-3), and APOUR(IT,I) and BPOUR(IT,I) are the pour rate coefficients for that constituent over the interval. The rate can vary linearly; i.e., rate (kg/sec)=APOUR(IT,I)+BPOUR(IT,I)\(\times(t-TST(I))\).

Lines 25 through 27 define parameters that are used to evaluate heat transfer behavior associated predominately with the crust that forms at the melt-water interface. The parameter SIGYCR is the crust structural yield strength used in the crust anchoring calculation (modeling options are selected in Line 30 of the input that is described below). This parameter is only important if the user makes the choice to perform the crust anchoring analysis. Corium crust strength data obtained by Lomperski et al.\(^{[22]}\) suggest that this strength lies in the range of 1-3 MPa. The parameter FRZFR is used to define the effective “freezing” or “solidus” temperature for the core oxide-metal mixture, as well as for the various crusts (top, side, bottom) that can form during the calculation. This parameter is included to mock up “mushy zone behavior.” Set FRZFR=1 to calculate the freezing temperature of the oxide-metal mixture based on the solidus temperatures for the two phases, or set FRZFR=0 to use liquidus temperatures. Set 0<FRZFR<1 to interpolate the freezing temperature from the temperature/solid fraction relationship assumed for the calculation (see NSOLID definition in Line 16).

If water is added during the calculation (i.e., NADD>0; see Line 39), then NINGRS controls the water ingression modeling assumptions (see Section 2.5.4). Set NINGRS=0 if the crust is considered impervious with respect to water ingression, or set NINGRS=1 if water ingression into a growing crust of user-specified permeability is to be calculated, or set NINGRS=2 if water ingression into a growing crust is calculated with the time (i.e., composition) dependent crust dryout limit calculated with the Lister/Epstein model as modified by Lomperski and Farmer.\(^{[20]}\) Set PERM equal to the crust permeability for the case in which that parameter is utilized (NADD>0 and NINGRS=1). If NINGRS=0 or 2, then the setting of PERM is arbitrary. Conversely, set CINGRES equal to the empirical constant in the Lister/Epstein dryout heat flux model if that case is selected (Eq. 2-186). If NINGRS=0 or 1, then the setting of CINGRES is arbitrary.

When water is present, CHFMULT is the critical heat flux multiplier that is used as one criterion for determining when film boiling breaks down with a stable crust present; i.e., if the debris-water heat flux falls below \(q_{\text{crit,fb}} = C_{\text{CHF}} \times q_{\text{CHF}}\) in film boiling, then transition to nucleate boiling occurs (see Section 2.5.2). This criterion is used in conjunction with the Henry\(^{[58]}\) minimum
film boiling point model for determining when film boiling breaks down. Set CHFMULT=0 to rely on the Henry correlation alone. In addition, CCRIT is a second critical heat flux multiplier that is used as a criterion for determining when bulk cooling breaks down; i.e., if the debris-water heat flux falls below \( q_{\text{crit},bc} = C_{\text{crit}} q_{\text{CHF}} \) during bulk cooling, then a stable crust growth calculation is initiated. This criterion is used in conjunction with the critical superficial gas velocity criterion for determining when stable crust formation occurs (see Section 2.5.1). Set CCRIT=0 to rely on the minimum gas velocity correlation alone.

The parameter NENTR in Line 27 controls the melt entrainment (eruption) modeling assumptions if water is added during the calculation (see Section 2.5.3). Set NENTR=0 if the crust is considered impervious with respect to melt eruptions, or set NENTR=1 if eruptions with subsequent particle bed formation are to be calculated based on a user-specified, constant melt entrainment coefficient ‘ENSPEC’ (fractional, not %). Conversely, set NENTR=2 if eruptions/bed formation are to be calculated using the Ricou-Spalding entrainment rate correlation\(^{[44]}\) (see Eq. 2-163), with ‘ENRICO’ (\(0.06<\text{ENRICO}<0.12\)) defined as the empirical constant in this expression. Finally, set NENTR=3 if eruptions with particle bed formation are to be calculated using the model developed by Farmer.\(^{[30]}\) If NENTR>0, then set DBED and POROSBED equal to the particle diameter and porosity that is formed by eruptions; these data are used to evaluate the bed dryout heat flux with Lipinski’s model.\(^{[43]}\) Note that if NENTR=0, the settings of the above melt entrainment parameters are arbitrary.

Lines 28 and 29 of the input file control modeling assumptions regarding the local corium material properties evaluation. Set NVISC=1 to use the Ishii-Zuber correlation\(^{[33]}\) for viscosity enhancement due to buildup of solids in the melt, or set NVISC=2 to use the Kunitz\(^{[34]}\) solid-phase viscosity enhancement factor. The parameter ALPMAX is the maximum solid fraction in the melt (i.e., viscosity \(\to\infty\) as solid fraction \(\to\) ALPMAX). This parameter is only used in the melt viscosity evaluation and is separate from the solid fraction used to evaluate the effective melt solidus (FRZFR; see Line 25). The parameter NKSPEC controls the corium top crust thermal conductivity evaluation. Set NKSPEC=0 to evaluate the top crust conductivity using the property subroutines currently implemented in the code, or set NKSPEC=1 if the thermal conductivity is user-specified as FKS. Note that FKS is only used in the heat transfer analysis for the top crust; the sidewall and bottom crust thermal properties are calculated using the code subroutines.

Line 30 of the input file controls the top crust anchoring calculation (see Sections 2.5.5 and 2.5.6) that can be performed if water is added to the test section (NADD>0). Set NUSGAP=0 if the crust is assumed to always floats atop the melt at each node, or set NUSGAP=1 if crust anchoring and gap formation between the melt and crust is to be calculated if the local crust thickness exceeds the minimum required to be mechanically stable in the cavity span under the applied loads of the local crust and particle bed weights. Conversely, set NUSGAP=2 to calculate the previous case but with the local overlying water head included in the applied load evaluation. If crust anchoring occurs, then set NBUBSP=0 if the crust is treated as separated when the separation distance exceeds zero, or set NBUBSP=1 if the crust is considered separated when the separation distance exceeds the sparging gas bubble radius. This option is included to account for melt surface roughness caused by sparging concrete decomposition gases in the evaluation of the separation time. The parameter CCRGAP is the constant relating the test section area and crust yield strength (SIGYCR; see Line 30) to the minimum crust depth for structural stability in the
given cavity span through the equation: Applied Load = CCRGAP \times \text{SIGYCR} \times (\text{Crust Thickness})^2; see Eq. 2-193. Suggestions for the appropriate setting of CCRGAP for various modeling assumptions under a uniformly applied load are as follows:[45]

- Circular plate crust with simply supported edges: CCRGAP=4.71 for ductile failure, or CCRGAP=2.53 for brittle failure.
- Circular plate crust with fixed edges: CCRGAP=8.84 for ductile failure, or CCRGAP=4.18 for brittle failure.
- Square plate crust with simply supported edges: CCRGAP=5.48 for ductile failure.

Note that one modeling limitation in the current code version is that the unique user-specified value for CCRGAP is used for all nodes in the analysis, regardless of node geometry. However, this is not thought to be a large modeling limitation as an anchored crust boundary condition is not deemed to be prototypic[1] but rather an experiment artifact due to size limitations in experiments. Moreover, a single node analysis is usually adequate for experiment applications for which this modeling capability was principally developed.

Lines 31 through 33 of the input file control general heat transfer, thermal-hydraulic, and chemistry modeling assumptions that can be selected by the user. In line 31, set NBUBRS=0 to use the Taylor instability model for sparging gas bubble diameter and the inviscid flow solution for terminal rise velocity, or set NBUBRS=1 to include the viscous flow model documented in this report (see Section 2.6.2). In the latter case, the gas bubble diameter is evaluated as the larger of that calculated with the inviscid and viscous flow models, and the Peebles-Garber correlation[51] is used to calculate the bubble terminal rise velocity. In Line 32, set NCHEM=0 if condensed phase chemical reactions between metallic Zr and SiO$_2$ are to be neglected, or set NCHEM=1 if these reactions are to be calculated along the lines of that described in Section 2.2.

In Line 33, set NBOTBC as described below in order to calculate the heat transfer coefficient at the axial melt/concrete interface:

- NBOTBC=1: Bradley’s modification to Malenkov-Kutateladze correlation (see Section 2.6.3.1);
- NBOTBC=2: gas film axial heat transfer model (see Section 2.6.3.2);
- NBOTBC=3: gas film axial heat transfer model with transition to the Bradley model if the gas velocity falls below the modified Berenson limit for film collapse (see Section 2.6.3.3)
- NBOTBC=4: Sevon’s axial heat transfer correlation (see Section 2.6.3.4).

If NBOTBC=3, then set XMULTB equal to the Berenson minimum gas velocity multiplier for film collapse (see Eq. 2-309 in Section 2.6.3.3). Note that if the transient surface crust formation option is selected (NABBL=2), then the user should not set NBOTBC=2 or 3 since the gas film models have their own quasi-steady crust growth models embedded within.

If a 2-D calculation is being performed (N2DCALC>1), then set NSIDEBC as described below in order to calculate the heat transfer coefficient at the vertical melt/concrete interface:

- NSIDEBC=1: Bradley’s modification to Malenkov-Kutateladze correlation (see Section 2.6.3.1);
- NSIDEBC=2: gas film radial heat transfer model (see Section 2.6.3.2);
• NSIDEBC=3: Sevon’s lateral heat transfer correlation for limestone/common sand concrete (see Section 2.6.3.4)
• NSIDEBC=4: Sevon’s lateral heat transfer correlation for siliceous concrete (see Section 2.6.3.4)

As noted for the axial case, if NABBL=2, then the user should not set NSIDEBC=2 since the gas film model has its own embedded quasi-steady crust growth model.

The parameter NVOID on Line 33 controls the melt void fraction correlation used in the calculation. Set NVOID=1, 2, or 3 to calculate the melt void fraction using the Brockmann et al., Wallis, or Kataoka and Ishii correlations, respectively; see Section 2.6.1. Finally, the empirical multipliers XBMULT and XSMULT on Line 33 allow the user to manipulate the bottom and side heat transfer coefficients for parametric analysis; set XBMULT=1.0 and XSMULT=1.0 to maintain the user-specified correlation (viz. settings of NBOTBC and NSIDEBC) without modification.

Lines 34 through 36 define the decay heat (or input power) for the calculation, as well as how that power is distributed through the various debris zones that can form during the interaction. There are three options that can be employed for calculating the input distribution, as outlined below:

• If NDEC=1, the decay heat density in the melt, \(P_{\text{melt}}\), (in units of W/kg UO\(_2\)), is calculated from the ANSI/ANS-5.1-1994 decay heat function for thermal fission of U-235. In this case the decay densities in the crust and particle bed regions are calculated from \(P_{\text{crust}} = \text{CON1} \times P_{\text{melt}}\) and \(P_{\text{bed}} = \text{CON2} \times P_{\text{melt}}\), respectively.
• If NDEC=2, the gross (melt+crust+bed) decay heat level (W) is evaluated from user-supplied data that are defined in Line 36. In this case, the decay heat delivered to the melt, crust, and particle bed zones are evaluated as \(P_{\text{melt}} = (1-\text{CON1}-\text{CON2}) \times P\), \(P_{\text{crust}} = \text{CON1} \times P\), and \(P_{\text{bed}} = \text{CON2} \times P\), respectively, where \(P\) is power interpolated from user-supplied data. Note that this option (NDEC=2) is not available when NUMNOD>1.
• If NDEC=3, the melt specific power density (W/kg UO\(_2\)) is evaluated from user-supplied data defined in Line 36. In this case, the power densities in crust and particle bed zones are evaluated in the same manner as that described above for the case NDEC=2.

The constants CON1 and CON2 are defined in Line 35 and allow the user to partition power input as needed to mock up plant cases or experiments. For instance, in plant cases where the power density is specified as a function of time, then NDEC should be set as 1 or 3 depending upon how the decay heat curve is specified, and the constants CON1 and CON2 should both be set to 1.0. Conversely, to model experiments like those carried out in the OECD/MCCI program in which the input power is only delivered to the melt zone, then the appropriate model is NDEC=2 with CON1 and CON2 both be set to 0.0.

For the case in which NDEC = 1, other data are input on Line 35 to complete the evaluation of the decay heat curve using the ANS standard. The fuel power density is calculated as \(P_{\text{CORE}}/X_{\text{MFUEL}}\), where \(P_{\text{CORE}}\) corresponds to the core power level at time of scram, and \(X_{\text{MFUEL}}\) is the fuel mass (kg UO\(_2\)). If the user would rather just specify power density, then set \(P_{\text{CORE}}\) to the desired power density and \(X_{\text{MFUEL}}=1.0\) kg. Time \(t=0\) for this case (defined later
at Line 52) should correspond to the time of reactor scram. The parameter FRACFP is also included to allow the fraction of the overall decay heat left in the core debris involved in the MCCI to be specified; i.e., this parameter can be used to account for the effect of the loss of volatile fission products from the melt earlier in the accident sequence if desired. Set FRACFP=1.0 to bypass this option and assume that all fission products remain in the melt over the course of the MCCI and decay according to the ANS standard. Finally, TEFPD is defined as the total number of days for which the core was at full power before the reactor was scrammed.

If NDEC ≥ 2, then NPOINT on Line 34 corresponds to the number of points in the user-supplied decay heat interpolation table. The x-y data for the power curve are then read in as defined in Line 36 in the form of the vectors TDEC(I) and DEC(I) with 1≤I≤NDEC.

Lines 37 and 38 define the cavity pressure and radiation boundary condition modeling assumptions. NPRES is the logic control parameter for system pressure. Set NPRES=1 if pressure is constant at PDRYW L over the course of the calculation, or set NPRES>1 if pressure is calculated from a user-supplied time-pressure interpolation table. PDRYW L is the cavity absolute pressure in units of MPa. Note that the setting for this parameter is irrelevant if NPRES>1 as the pressure is then interpolated from the input table. EDRYW L is the cavity radiation emissivity, and TSTRUC is the temperature of upper cavity structure and is used as the overlying radiation temperature boundary condition when the cavity is dry. For the case in which NPRES>1, TPRES(I) and PPRES(I) on Line 38 is the user-supplied pressure interpolation table; if NPRES=1, this line is omitted. If NPRES>1, then there are NPRES points provided.

Lines 39 to 45 define the cavity atmospheric boundary conditions used over the course of the calculation. The parameter NADD controls whether or not water is added, and if so, how the water pool is modeled. The various cases that can be addressed are outlined below. On Line 39, set the water cavity flooding parameter NADD as follows:

- Set NADD=0 if the cavity remains dry.
- Set NADD=1 if saturated water is maintained over the MCCI after time TADD.
- Set NADD=2 if saturated water is maintained over the MCCI after an ablation depth of DEPAB is reached.
- Set NADD=3 if a detailed water inventory model is used with water heatup, boiloff, injection, spillover, and spreading between nodes calculated.

For the simple cavity flooding model cases (i.e., NADD=1 or 2), the water height in the cavity is set with the parameter HDOWNC that is also defined on Line 39. The overall height of the core debris in the cavity (including overlying particle bed) is tracked during the calculation, and if the upper surface of the debris exceeds the water height HDOWNC, then upwards heat transfer is switched to a dry cavity boundary condition. For the case NADD=3, other data defined on Line 39 includes the initial water depth and temperature on the cavity floor, TWATI and ELWATI, respectively. The setting of these two parameters is arbitrary if NADD≤2.

For the case NADD=3, water injection and spillover can be modeled with the input parameters defined on lines 40-45. Note that if NADD < 2, (i.e., the cavity remains dry or a simple cavity flooding model is invoked), then these lines are omitted from the input file.
Lines 40-42 provide the information needed to model water injection into the cavity over the course of the calculation if the detailed water inventory model is selected (NADD=3). Set NINJ equal to the number of water injection sources (e.g. discrete pumps) that inject water over the calculation; note that Lines 41-42 are omitted if NINJ=0. If NINJ>0, then for the I-th injection source, set NISTR(I) and NISTP(I) equal to the node range over which that water is injected; the water source is assumed to be uniformly distributed (based on an area weighting) over these nodes. The node range must be continuous; if there are intervening nodes that do not receive the water from the source, then a new source needs to be defined (i.e., increase NINJ by one). For a given source, NPTINJ(I) is the number of points in the interpolation table for water injection source (XDTINJ(I)) and temperature (TDTINJ(I)) over the calculation. The requirements for the injection input tables are provided in Table 3-2. Note that Lines 41-42 are repeated NINJ times.

Similarly, the parameter NDOWNC in Line 43 provides the capability to model water spillover at user-defined locations in the mesh if the local water height reaches the spillover inlet elevation(s). An example are the downcomers into the Torus of the Mk I containment. If there are spillover points, set NDOWNC equal to the number of nodes in the spreading mesh where spillover can occur. Note that if NDOWNC = 0, Lines 44-45 are omitted from the input file. If NDOWNC > 0, then Lines 44-45 are used to define water spillover points as follows. For the I-th spillover point, NDC(I) is the node in the spreading mesh where spillover can occur. ELDCO(I) is the elevation above substrate at which spillover can begin, and NPTDC(I) is the number of points in the interpolation table that provides the spillover ‘cord length’ as a function of elevation above the spillover inlet. The input table with NPTDC(I) line entries defines the elevation above the spillover inlet height (i.e., local water depth minus the inlet elevation), and the equivalent cord length at that elevation available for spillover. The cord length is defined such that the water height above the spillover inlet multiplied by the interpolated cord length equals the water flow area into the downcomer. For instance, if the downcomer is a circular pipe with a horizontal opening, then the cord length is simply a constant that is equal to the pipe circumference.

Lines 46 through 49 define the overall cavity geometry, spatial orientation, and core debris initial conditions for each node in the MCCI analysis; these lines are repeated NUMNOD times. For the I-th node, set NACTIV(I)=0 if the node is considered to be inactive (i.e. inert, not containing core debris), or set NACTIV(I)=1 if the node contains core debris. This parameter allows inert node volumes to exist in the mesh that can harbor water if the detailed (NADD=3) water inventory model is selected. Note that if NUMNOD=1, then NACTIV(1) must be set to 1.

The second parameter on Line 46 controls the cavity ablation modeling assumptions. In particular, for the I-th node, set:

- N2DCALCC(I)=1 to perform a 1-D (axial) basemat erosion calculation;
- N2DCALCC(I)=2 to perform a 2-D cylindrical cavity (axial plus radial; right cylinder geometry assumed) erosion calculation;
- N2DCALCC(I)=3 to perform a 2-D notch-geometry calculation with two opposing, ablating walls, or
- N2DCALCC(I)=4 to perform a 2–D notch-geometry calculation with one wall ablating and the others inert.
- N2DCALCC(I)=5 to perform a 2-D cylindrical annulus (axial plus radial; right cylinder geometry assumed with inner radius fixed) erosion calculation;
For the I-th node, also set NSMP(I)=0 if the node is not considered to be a sump with a pre-existing elevation difference between adjacent node(s) that could limit sidewall ablation area relative to the pool height available for ablation. For instance, if the melt pool surface elevation at the node is greater than the sump depth, then sidewall ablation area is limited by the sump wall height as opposed to depth. If the node is considered to be a sump, then set NSMP(I)=1 if the melt surface elevation is to be compared to the concrete elevation of the node to the right (i.e., I + 1) to determine the controlling sidewall height, or set NSMP(I)=2 if the comparison is made to the node to the left (i.e., I - 1). Finally, if N2DCALCC(I)=3, then set NSMP(I)=3 if both left and right walls are compared.

Other input information is specified on line 46 as follows (see Figure 3-1). Set ABMATC(I) equal to the initial basemat axial surface area in contact with melt at the I-th node. When N2DCALCC(I)=2, the initial cavity radius is then calculated as \( R_s(I) = \sqrt{ABMATC(I)/\pi} \). When N2DCALCC(I)=3 or 4, then XWID2DC(I) and XLEN2DC(I) are the rectilinear dimensions of the basemat, with XLEN2DC(I) equal to the initial distance between the ablating concrete sidewalls, and XWID2DC(I) is the width between the two adiabatic sidewalls. In these two cases the initial basemat surface area is calculated as \( ABMATC(I) = XLEN2DC(I) \cdot XWID2DC(I) \). Finally, if N2DCALCC(I)=5, the initial cavity inner radius RINOTC(I) is specified, and the initial outer radius is calculated as \( R_o(I) = \sqrt{ABMATC(I)/\pi} + RINOTC(I)^2 \).

For cases in which the detailed water inventory model is invoked (i.e., NADD=3), and/or melt relocates from the RPV over the course of the calculation, Line 47 defines nodes that are receptors of the melt pour, as well as the physical characteristics of the nodalization scheme that are important in the water spreading calculation. The integer IFLGA(I) specifies the node as a receptor of corium draining from the RPV. Set IFLGA(I)=1 if the node is a receptor, or set IFLGA(I)=0 if the node is not a receptor. The setting of this parameter is arbitrary if NPOURS=0; see Line 21.

Additionally, when NADD=3, set DXNODE(I) equal to the overall length of the node parallel to the flow direction; set RAD(I) equal to the node radial location (i.e. distance along spreading path) within the cell at which the node is located (note that the node does not have to be cell-centered); and set ARC(I) equal to the arc length available for water spreading between the I-

Figure 3-1. Illustration of Nomenclature for Water Spreading Model Nodalization Scheme.
th and I+1 nodes. Note that the values of DXNODE(I), RAD(I), and ARC(I) are arbitrary if NADD<3. However, regardless of the setting of NADD, set ELO(I) equal to the initial concrete surface elevation for the I-th node.

Lines 48 and 49 define the initial core debris conditions at the I-th node location. In Line 48 set TMELTIC(I) equal to the initial melt temperature. The initial compositions of the melt, top crust, and particle bed zones at each node location (i.e., YC(I,K), ZC(I,K), ZBC(I,K), respectively) are then input through Line 49 for the 22 core debris constituent considered as part of the analysis (see Table 3-3 for 8 ≤ K ≤ 29).

For cases in which the detailed water inventory model is invoked (NADD=3), Line 51 defines the integration control parameters for the gravity-driven water spreading fluid mechanics calculation. Due to the non-linearity in the advection term in the momentum equation, the fluid mechanics calculation may not be numerically stable at time steps suitable for the solution of the coupled water conservation of energy equation, along with the other equations considered as part of the analysis. Thus, the time step for the fluid mechanics calculation is taken as an integer multiple of the time step for the main integration (defined in Line 52); i.e.

\[ \delta t_{flu,i} = DTIME / NVELP \]  

(3-1)

The end-of-time step cell-edge velocities needed for the solution of the water conservation of energy equation are then calculated by taking NVELP smaller time steps. DAVMXW and DVMXW are the iteration convergence tolerances on the average and maximum incremental changes in melt cell edge velocities that are defined as:

\[ DAVMXW \leq \frac{1}{N_s} \sum_i |\delta u_{w,i}| \]  

(3-2)

\[ DVMXW \leq \max \left( \left| \delta u_{w,i} \right| \right) \]  

(3-3)

where \( N_s \) is the number of nodes containing water (h>0), and max (\cdot) denotes the largest element of the vector. NITMAX is the maximum number of iterations allowed to meet the convergence criteria defined in Eqs. 3-2 and 3-3. Recommended values are NVELP=2, NITMAXW=20, DAVMXW=0.005 m/s, and DVMXW=0.01 m/s. If convergence is not achieved, an error message is written to the diagnostics file ‘diag.dat’ but the calculation is not terminated.

Line 52 similarly defines the integration convergence criteria for the solution of the water conservation of energy equation. DEAVMXW and DEMXW are the iteration convergence tolerances on the average and maximum incremental changes in water specific enthalpy which are defined as,

\[ DEAVMXW \leq \frac{1}{N_s} \sum_i |\delta e_{w,i}| \]  

(3-4)

\[ DEMXW \leq \max \left( \left| \delta e_{w,i} \right| \right) \]  

(3-5)

In Line 52, NENMXW is the maximum number of iterations allowed to meet the convergence criteria defined in Eqs. 3-4 and 3-5. Recommended values are NENMXW=20, DEAVMXW=300 J/kg and DEMXW= 600 J/kg. If convergence is not achieved, an error message is written to the diagnostics file ‘diag.dat’ but the calculation is not terminated.
Lines 52 through 57 define parameters that control the duration of the calculation as well as the density of the information written to output text and plotting files. TIMEO in Line 52 is the start time for the calculation, DTIME is the integration timestep, and TMAX is the maximum time to which the calculation is to be performed, unless an axial or radial ablation limit is reached at one of the nodes; see; see Line 55 in Table 3-2. In Line 53, TSTRTI is the time at which the evaluation of numerically integrated quantities (e.g., gross decay heat input, cumulative energy transfer to boundaries, cumulative gas release, ...) is to be initiated. In Line 54, NPRINT is the printing frequency to the output text file ‘quenchout.dat’; i.e., the data are printed every NPRINT timesteps. Similarly, NPLOT in Line 54 is the print frequency to the Excel plotting files; the data are written out every NPLOT timesteps. File definitions are provided in Lines 55-57 and are summarized in further detail below.

For the multi-node modeling option (NUMNOD > 1), Line 55 allows the user to select nodes at which detailed data are to be written to text and excel plotting files, respectively. This line is repeated NUMNOD times. For the I-th node, set NPRT(I)=0 if the data for that node are not to be written to the text output file ‘quenchout.dat’, or set NPRT(I)=1 if the data are to be written every NPRINT timesteps. All nodes for which NPRT(I)=1 are sequentially written to the same file, quenchout.dat. Similarly, set NPLT(I)=1 if a comprehensive time-dependent plotting file is to be written for the I-th node for input into an excel plotting package, or set NPLT(I)=0 if this node is bypassed. If NPLT(I)=1, then the data for that node are written to a file denoted ‘fort.1xxx,’ where xxx corresponds to the node number. For instance, for the 17-th node, the output file would be fort.1017, while for node 152, the file would be fort.1152. Details regarding the text and plot files are provided in the next section.

If NPLT(I)=1, a smaller plotting file denoted ‘fort.10xxx’ is also created for the I-th node. This file is more manageable than the fort.1xxx file described above, yet it contains most of the key thermalhydraulic data of interest for MCCI and debris coolability analysis (e.g. ablation profiles, melt temperature, zone masses/decay heat levels, heat fluxes, and energy balance data). The file labeling scheme is the same as that described for the fort.1xxx files above.

Finally, additional run termination control parameters are input on Line 55. Set ABAXLIM equal to the maximum allowable axial ablation for a given node; the calculation is terminated if this limit is reached. Similarly, set ABRDLIM equal to the maximum allowable radial ablation before the calculation is terminated if a 2-D calculation is being performed. If the user wishes to bypass this option; set these limits to artificially large numbers that will not be reached over the calculation. In this case, the run will terminate based on the maximum run time set in Line 52 (TMAX).

Additional spatially dependent (i.e. NUMNOD>1) plotting files can be generated via Lines 56 and 57. Set NTIMSPC equal to the number of times at which these profiles are to be written out. The output includes debris elevation, temperature, water level, and heat flux distributions; see the next section for a full description. Set NTIMSPC=0 to bypass this option. If NTIMSPC>0, then the specific times (TIMSPC(I)) the data are to be written are input through Line 57. At each of these times, a file denoted ‘fort.x’ is created, where x is the sequential data file identifier for that particular time. As an example, for the 3rd specific time TIMSPC(I) for which the data are to be written, the output file denoted fort.3 is created. This line is repeated NTIMSPC times, and there are NTIMSPC files created at the end of the run. If NTIMSPC=0, then Line 57 is omitted.
4.0 DESCRIPTION OF CODE OUTPUT

The results of each CORQUENCH4.1 calculation are written to two text files and up to four plotting files; see Table 4-1 for a summary of the file names and the information that each provides. Additional details regarding these files and their use are provided below.

4.1 Text Output and Diagnostics File

The code produces an output text file entitled ‘quenchout.dat’ that is opened as Unit 6 in the main program. This file summarizes key input data and modeling assumptions, and also tabulates the current results of the calculation at a user-specified printing frequency. The first entry into ‘quenchout.dat’ is an echo-write of the input file ‘quenchin.dat’ that is provided to document the input data. Based on this information, a fairly extensive text descriptions of the processed input data and user-specified modeling assumptions is then provided. This portion of the output is self-explanatory.

Following the input data, the code produces a tabulation of results at a user-specified printing interval of NPRINT timesteps, defined in Line 54 of the input file (see Table 3-2). A typical copy of the output information at a given timestep and at two nodes [the first active (NACTIV=1), while the second is inactive (NACTIV=2)] is provided in Figure 4-1. Descriptions have been added near the margins in the figure that explains the meanings of the various file entries. The code automatically produces a copy of the initial conditions at the start of the calculation (i.e., user defined t = t_0) at each node. In addition, the code writes out the conditions at the time the calculation is terminated by reaching a user-defined time or ablation limit. The code auto-adjusts the output file to minimize the presentation of extraneous material; e.g., if a 1-D calculation is performed, then only the axial ablation data are presented, and not the radial (null-set) data. As additional examples, particle bed data are not presented during periods in which the cavity is dry, or if melt eruptions are not modeled as part of the run.

Finally, a diagnostics file called ‘diag.dat’ is produced. Any warnings generated during the run are written to this file. In addition, the time at which key events occur are written out in chronological order; for instance, crust anchoring, initiation of water ingress into the crust, debris quenching at a node site, or debris dryout and restart of MCCI. Search for the string ‘TIME=’ in this dataset for the identification of these events.

4.2 Plotting Package Output Files

The code produces up to four plotting files to aid in evaluating the results. As noted earlier, these files are summarized in Table 4-1. The names of Excel spreadsheets developed to provide standardized plots of key information are also given in the table. Time-dependent data are written to these files every NPL0T timesteps (see Line 54 in Table 3-2), whereas spatially-dependent data are written out at discrete, user-specified times (see Line 56 in Table 3-2). Definitions of information written to each of the four plotting files are provided in Tables 4-2 to 4-5, respectively.
### Table 4-1. Summary of CORQUENCH4.1 Data Output Files.

<table>
<thead>
<tr>
<th>No.</th>
<th>File Name</th>
<th>Summary Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>quenchout.dat</td>
<td>Text file summarizing: i) input data and modeling assumptions, and ii) computed information at user-specified time intervals. See Figure 4-1 for explanations.</td>
</tr>
<tr>
<td>2</td>
<td>diag.dat</td>
<td>Text diagnostics file in which the time of key events such as debris quenching, dryout and restart of MCCI, etc., at different nodes is written out for reference. In addition, if problems with convergence or other issues arise during the run, an error message is written providing a few details. If convergence issues in the water inventory model arise, those can be addressed by reducing the integration time step and/or by increasing the number of iterations in Lines 50-51 of the input file (see Table 3-2 in Section 3).</td>
</tr>
<tr>
<td>3</td>
<td>fort.x</td>
<td>Plotting file providing spatially dependent MCCI data at user-specified times; see Table 4-2 for contents description. Spatial data can be written out at up to 999 different times with ‘x’ in fort.x sequentially corresponding to the user-specified times defined in Lines 56-57 of the input file (see Table 3-2). The data at any given time can be copied into the excel spreadsheet ‘spaceplot.x’ that provides graphs of key information.</td>
</tr>
<tr>
<td>4</td>
<td>fort.1xxx</td>
<td>Large plotting file providing a comprehensive set of 102 different time-dependent variables at user-specified node locations; see Table 4-3 for contents description. Up to NUMNOD files can be generated by this option, with ‘xxx’ in fort.1xxx corresponding to the nodes specified in Line 55 of the input file (see Table 3-2). The data for any given node can be copied into the excel spreadsheet ‘bigplots.1xxx’ that provides a comprehensive set of graphs for user evaluation.</td>
</tr>
<tr>
<td>5</td>
<td>fort.10xxx</td>
<td>Smaller plotting file providing key sets of calculated time-dependent data at user-specified node locations; see Table 4-4 for contents description. Up to NUMNOD files can be generated by this option, with ‘xxx’ in fort.10xxx corresponding to the nodes specified in Line 55 of the input file (see Table 3-2). The data for any given node can be copied into the excel spreadsheet ‘quickplot.10xxx’ that provides graphs for user evaluation.</td>
</tr>
<tr>
<td>5</td>
<td>integraldata.dat</td>
<td>Plotting file providing time-dependent data integrated over all nodes involved in the MCCI; see Table 4-5 for contents description. Note that this file is not generated if NUMNOD=1 as this case is covered by File Nos. 4 and 5 above. The information in this file can be copied into the excel spreadsheet ‘integralplot’ that provides graphs of key information for user evaluation.</td>
</tr>
</tbody>
</table>
Mass and weight fractions in melt, top crust, and particle bed regions.

As applicable, the thermal conductivity, density, specific heat, viscosity, surface tension, emissivity, and latent heat of melt, crust, particle bed, sparging gas, coolant, and coolant vapor.
MECHANICAL/PERMEABILITY PROPERTIES

<table>
<thead>
<tr>
<th>MATERIAL</th>
<th>TENSILE STRENGTH (MPa)</th>
<th>YOUNG'S MODULUS (GPa)</th>
<th>LINEAR EXP. COEF. (1/K)*10**6</th>
<th>LINEAR PERM. (1/M<strong>2)*10</strong>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRUST</td>
<td>86.704</td>
<td>151.86</td>
<td>4.5026</td>
<td>0.22408</td>
</tr>
<tr>
<td>MELT</td>
<td>88.740</td>
<td>153.14</td>
<td>4.6445</td>
<td>0.19100</td>
</tr>
</tbody>
</table>

KEY MELT THERMALHYDRAULIC CONDITIONS

- TMELT = 1632.5 K
- EMELT = 1.1154 MJ/KG
- TOX, SOL = 1403.0 K
- TOX, LIQ = 2461.1 K
- TM, SOL = 1734.2 K
- TM, LIQ = 1755.6 K
- VOXSOL = 0.72919
- VTOTSOL = 0.74950
- VCRIT = 7.1813 CM/S
- JGAS = 0.12505 CM/S
- VSTR = 4.2120 CM/S
- NSTRT = 0
- VOID = 0.57722E-02
- QCHEM = 42.909 KW
- RBUBBLE = 2.3115 CM
- UBRIS = 23.308 CM/S
- QDEC = 733.86 KW
- QDECCR = 1177.0 KW

MELT UPPER SURFACE HEAT TRANSFER DATA

- TINT = 387.75 K
- HWAT = 0.0000 W/M**2*K
- QWAT = 5501.9 KW
- TTOP = 1415.2 K
- HTOP = 70.547 W/M**2*K
- QTOP = 691.22 KW
- TFRT = 1415.2 K
- DCRT = 297.60 MM
- FCRS = 1.0000
- NCR = 2
- NUCB = 1
- NING = 1

PARTICLE BED THERMALHYDRAULIC DATA

- BED HEIGHT = 2.9116 CM
- QDECBED = 25.331 KW
- TOP DRYOUT = 3185.2 KW/M**2
- BOT. DRYOUT = 3184.4 KW/M**2

MELT LOWER SURFACE HEAT TRANSFER DATA

- ADEP = 211.45 CM
- BLDEP = 49.836 CM
- ARATE = 0.20287 MM/MIN
- HBOT = 18.652 W/M**2*K
- QBOT = 162.38 KW

MELT RADIAL SURFACE HEAT TRANSFER DATA

- ADEP = 200.17 CM
- BLDEP = 22.154 CM
- ARATE = 0.29879 MM/MIN
- HSID = 37.305 W/M**2*K
- QSID = 250.11 KW

**CORQUENCH4.1** has been structured to evaluate melt/oxide phase segregation as well as inter-nodal heat and mass transfer for multi-nodal cases. However, these models have not been fully checked out and validated in Version 4.1. These two outputs describe the phase segregation criteria and state and are included in Version 4.1. The code is currently set up internally assuming that the metal/oxide are...
From left-to-right, melt source/sink terms due to: i) melt mass times rate change of melt specific enthalpy, ii) decay heat, iii) axial heat transfer to concrete, iv) radial heat transfer to concrete, v) heat transfer to upper surface, vi) mass transfer of slag into melt, vii) mass transfer into top crust, viii) chemical reactions, ix) net power due to all heat source/sinks, x) total of source/sinks due to mass transfer (i.e., \( Q_{NTBN+QBMBN+QRBN} \)), and xi) mass transfer from RPV, and xii) resultant rate of change of melt specific enthalpy.

From left-to-right, integrated energy transfer due to: i) heat loss to overlying structure, ii) chemical reactions, iii) downward ablation, iv) sidewall ablation, v) decay heat, vi) slag ingestion into melt, vii) crust formation, viii) melt eruptions, ix) melt pour, and x) energy transfer to adjacent node(s).*

### Water Inventory Temperature, Mass, and Makeup

**TEMP** = 387.75 K  **COLLAPSED DEPTH** = 0.72118 M  **PRESSURE** = 0.17000 MPA

Fractions of gases (\( H_2O \) and \( CO_2 \)) and SiO\(_2\) from ablation that react with metallic melt constituents. Important for cases in which reaction rates are limited by rate of metal incorporation into melt from ablation, as opposed to mass flux from concrete ablation.

Cumulative moles of gas released from concrete, including oxidation reactions with metallic melt constituents.

Additional lines for inactive nodes that display the water temperature, depth, and system pressure for each node only, as inactive nodes do not contain core debris.
Table 4-2. Variable Definitions in Plotting File ‘spaceplot.x’.

<table>
<thead>
<tr>
<th>Column No.</th>
<th>Variable Name</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (A)</td>
<td>X</td>
<td>Distance along spreading length</td>
<td>m</td>
</tr>
<tr>
<td>2 (B)</td>
<td>TMPRNT</td>
<td>Bulk Melt Temperature</td>
<td>K</td>
</tr>
<tr>
<td>3 (C)</td>
<td>TSOXC</td>
<td>Oxide Phase Solidus</td>
<td>K</td>
</tr>
<tr>
<td>4 (D)</td>
<td>TLOXC</td>
<td>Oxide Phase Liquidus</td>
<td>K</td>
</tr>
<tr>
<td>5 (E)</td>
<td>ELEVDNC</td>
<td>Concrete Surface Elevation</td>
<td>cm</td>
</tr>
<tr>
<td>6 (F)</td>
<td>HTPCRFXC</td>
<td>Top Surface Fractured Crust</td>
<td>cm</td>
</tr>
<tr>
<td>7 (G)</td>
<td>HGAPPC</td>
<td>Top of Melt Pool</td>
<td>cm</td>
</tr>
<tr>
<td>8 (H)</td>
<td>HBTCRFXC</td>
<td>Bottom Surface Upper Crust</td>
<td>cm</td>
</tr>
<tr>
<td>9 (I)</td>
<td>HTPBFXC</td>
<td>Top Surface of Particle Bed</td>
<td>cm</td>
</tr>
<tr>
<td>10 (J)</td>
<td>ABSPLTC</td>
<td>Sidewall Ablation Location</td>
<td>cm</td>
</tr>
<tr>
<td>11 (K)</td>
<td>QFLXBC</td>
<td>Debris-Concrete Axial Heat Flux</td>
<td>kW/m²</td>
</tr>
<tr>
<td>12 (L)</td>
<td>QFLXWC</td>
<td>Debris-Atmosphere Heat Flux</td>
<td>kW/m²</td>
</tr>
<tr>
<td>13 (M)</td>
<td>QFLXSC</td>
<td>Debris-Concrete Radial Heat Flux</td>
<td>kW/m²</td>
</tr>
<tr>
<td>14 (N)</td>
<td>QFLXPC</td>
<td>Decay Heat Flux in Debris</td>
<td>kW/m²</td>
</tr>
<tr>
<td>15 (O)</td>
<td>QOXP</td>
<td>Heat Flux Due to Chemical Reactions</td>
<td>kW/m²</td>
</tr>
<tr>
<td>16 (P)</td>
<td>DWATCP</td>
<td>Water Depth</td>
<td>cm</td>
</tr>
<tr>
<td>17 (Q)</td>
<td>DWATEV</td>
<td>Top Surface of Water Pool</td>
<td>cm</td>
</tr>
<tr>
<td>18 (R)</td>
<td>TWATCC</td>
<td>Water Temperature</td>
<td>K</td>
</tr>
<tr>
<td>19 (S)</td>
<td>VLWAV</td>
<td>Water Spreading Velocity at Cell Center</td>
<td>m/s</td>
</tr>
<tr>
<td>20 (T)</td>
<td>FCRUST</td>
<td>Fraction of heat that can be removed from crust surface upper surface by water present at the node</td>
<td>-</td>
</tr>
<tr>
<td>21 (U)</td>
<td>FBED</td>
<td>Fraction of heat that can be removed from overlying particle bed by water present at the node</td>
<td>-</td>
</tr>
<tr>
<td>22 (V)</td>
<td>FCOV</td>
<td>Fraction of particle bed that is submerged by available water at the node</td>
<td>-</td>
</tr>
<tr>
<td>23 (W)</td>
<td>FDC</td>
<td>Correction factor related to particle bed porosity that relates the actual depth of the water pool to the collapsed depth; i.e., actual collapsed depth = actual depth times the actual depth.</td>
<td>-</td>
</tr>
</tbody>
</table>
Table 4-3. Variable Definitions in Plotting File ‘bigplots.1xxx’.

<table>
<thead>
<tr>
<th>Col. No.</th>
<th>Var. Name</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (A)</td>
<td>TIMSV</td>
<td>Calculation time</td>
<td>minutes</td>
</tr>
<tr>
<td>2 (B)</td>
<td>ELEVDN</td>
<td>Current basemat elevation</td>
<td>cm</td>
</tr>
<tr>
<td>3 (C)</td>
<td>HGAPP</td>
<td>Elevation of the top surface of the melt pool</td>
<td>cm</td>
</tr>
<tr>
<td>4 (D)</td>
<td>HBTCRFX</td>
<td>Elevation of the bottom surface of the top crust</td>
<td>cm</td>
</tr>
<tr>
<td>5 (E)</td>
<td>HTPCRFX</td>
<td>Elevation of the top surface of the top crust</td>
<td>cm</td>
</tr>
<tr>
<td>6 (F)</td>
<td>HTPCRBX</td>
<td>Elevation of the top surface of the bottom crust</td>
<td>cm</td>
</tr>
<tr>
<td>7 (G)</td>
<td>HTPBFX</td>
<td>Elevation of the top surface of the particle bed</td>
<td>cm</td>
</tr>
<tr>
<td>8 (H)</td>
<td>QWAT</td>
<td>Total heat loss up to water (wet) or structure (dry)</td>
<td>kW</td>
</tr>
<tr>
<td>9 (I)</td>
<td>QBOT</td>
<td>Total heat loss into underlying concrete</td>
<td>kW</td>
</tr>
<tr>
<td>10 (J)</td>
<td>QSID</td>
<td>Total heat loss to concrete lateral surfaces</td>
<td>kW</td>
</tr>
<tr>
<td>11 (K)</td>
<td>QOX</td>
<td>Heat production in melt due to metals oxidation in melt</td>
<td>kW</td>
</tr>
<tr>
<td>12 (L)</td>
<td>PCOT</td>
<td>Total decay heat in melt, crust, and particle beds</td>
<td>kW</td>
</tr>
<tr>
<td>13 (M)</td>
<td>ABBPLT</td>
<td>Axial ablation depth</td>
<td>cm</td>
</tr>
<tr>
<td>14 (N)</td>
<td>BLBPLT</td>
<td>Axial thermal boundary layer depth</td>
<td>cm</td>
</tr>
<tr>
<td>15 (O)</td>
<td>ABRTBP</td>
<td>Axial ablation rate</td>
<td>mm/min</td>
</tr>
<tr>
<td>16 (P)</td>
<td>ABSPLT</td>
<td>Radial ablation depth</td>
<td>cm</td>
</tr>
<tr>
<td>17 (Q)</td>
<td>BLSPLT</td>
<td>Radial thermal boundary layer depth</td>
<td>cm</td>
</tr>
<tr>
<td>18 (R)</td>
<td>ABRTSP</td>
<td>Radial ablation rate</td>
<td>mm/min</td>
</tr>
<tr>
<td>19 (S)</td>
<td>TMPLT</td>
<td>Bulk melt temperature</td>
<td>K</td>
</tr>
<tr>
<td>20 (T)</td>
<td>TSOX</td>
<td>Oxide phase solidus temperature</td>
<td>K</td>
</tr>
<tr>
<td>21 (U)</td>
<td>TLOX</td>
<td>Oxide phase liquidus temperature</td>
<td>K</td>
</tr>
<tr>
<td>22 (V)</td>
<td>TFZXP</td>
<td>Effective melt freezing temperature</td>
<td>K</td>
</tr>
<tr>
<td>23 (W)</td>
<td>VDPLT</td>
<td>Melt void fraction</td>
<td>-</td>
</tr>
<tr>
<td>24 (X)</td>
<td>VGPLT</td>
<td>Melt superficial gas velocity</td>
<td>cm/sec</td>
</tr>
<tr>
<td>25 (Y)</td>
<td>VGPLTB</td>
<td>Melt superficial velocity from basemat (axial) erosion</td>
<td>cm/sec</td>
</tr>
<tr>
<td>26 (Z)</td>
<td>VGPLTS</td>
<td>Melt superficial velocity from sidewall (radial) erosion</td>
<td>cm/sec</td>
</tr>
<tr>
<td>27 (AA)</td>
<td>DCRPLT</td>
<td>Top crust depth</td>
<td>mm</td>
</tr>
<tr>
<td>28 (AB)</td>
<td>WTMPLT</td>
<td>Water mass over melt</td>
<td>kg</td>
</tr>
<tr>
<td>29 (AC)</td>
<td>TWPTPLT</td>
<td>Water temperature over melt</td>
<td>K</td>
</tr>
<tr>
<td>30 (AD)</td>
<td>BUBDP</td>
<td>Sparging gas bubble diameter</td>
<td>cm</td>
</tr>
<tr>
<td>31 (AE)</td>
<td>URISEP</td>
<td>Sparging gas bubble rise velocity</td>
<td>cm/sec</td>
</tr>
<tr>
<td>32 (AF)</td>
<td>PCMLT</td>
<td>Decay heat in melt zone</td>
<td>kW</td>
</tr>
<tr>
<td>33 (AG)</td>
<td>PCCR</td>
<td>Decay heat in top crust</td>
<td>kW</td>
</tr>
<tr>
<td>34 (AH)</td>
<td>PCBED</td>
<td>Decay heat in particle bed over crust</td>
<td>kW</td>
</tr>
<tr>
<td>35 (AI)</td>
<td>XMMEMLT</td>
<td>Melt zone mass</td>
<td>kg</td>
</tr>
<tr>
<td>36 (AJ)</td>
<td>XMCR</td>
<td>Top crust mass</td>
<td>kg</td>
</tr>
<tr>
<td>37 (AK)</td>
<td>XMFB</td>
<td>Particle bed mass</td>
<td>kg</td>
</tr>
<tr>
<td>38 (AL)</td>
<td>XMWTOT</td>
<td>Total debris (melt+crust+particle bed) mass</td>
<td>kg</td>
</tr>
<tr>
<td>39 (AM)</td>
<td>XMZMR</td>
<td>Zirconium metal mass in melt</td>
<td>kg</td>
</tr>
<tr>
<td>40 (AN)</td>
<td>XMSSI</td>
<td>Silicon metal mass in melt</td>
<td>kg</td>
</tr>
<tr>
<td>41 (AO)</td>
<td>XMCN</td>
<td>Concrete slag mass in melt</td>
<td>kg</td>
</tr>
<tr>
<td>42 (AP)</td>
<td>XWTCM</td>
<td>Concrete fraction in melt</td>
<td>-</td>
</tr>
<tr>
<td>43 (AQ)</td>
<td>XWTCCR</td>
<td>Concrete fraction in top crust</td>
<td>-</td>
</tr>
<tr>
<td>44 (AR)</td>
<td>XWTBC</td>
<td>Concrete fraction in particle bed</td>
<td>-</td>
</tr>
<tr>
<td>45 (AS)</td>
<td>QFLXMW</td>
<td>Surface heat flux to water (wet) or structure (dry)</td>
<td>kW/m²</td>
</tr>
<tr>
<td>46 (AT)</td>
<td>QFLXBM</td>
<td>Surface heat flux to concrete basemat</td>
<td>kW/m²</td>
</tr>
<tr>
<td>47 (AU)</td>
<td>QFLXS</td>
<td>Surface heat flux to concrete sidewalls</td>
<td>kW/m²</td>
</tr>
<tr>
<td>48 (AV)</td>
<td>QFLXP</td>
<td>Decay heat in melt expressed as average flux</td>
<td>kW/m²</td>
</tr>
<tr>
<td>Column No.</td>
<td>Variable Name</td>
<td>Description</td>
<td>Units</td>
</tr>
<tr>
<td>-----------</td>
<td>---------------</td>
<td>-------------</td>
<td>-------</td>
</tr>
<tr>
<td>49 (AW)</td>
<td>VISCM</td>
<td>Melt viscosity</td>
<td>kg/m-sec</td>
</tr>
<tr>
<td>50 (AX)</td>
<td>ECHEM</td>
<td>Integrated metals oxidation energy</td>
<td>MJ</td>
</tr>
<tr>
<td>51 (AY)</td>
<td>EWAT</td>
<td>Integrated heat removal to water(wet) or structure (dry)</td>
<td>MJ</td>
</tr>
<tr>
<td>52 (AZ)</td>
<td>EDECAY</td>
<td>Integrated decay heat energy</td>
<td>MJ</td>
</tr>
<tr>
<td>53 (BA)</td>
<td>EBOT</td>
<td>Integrated heat input into basemat concrete decomposition</td>
<td>MJ</td>
</tr>
<tr>
<td>54 (BB)</td>
<td>ESID</td>
<td>Integrated heat input into sidewall concrete decomposition</td>
<td>MJ</td>
</tr>
<tr>
<td>55 (BC)</td>
<td>DGAPP</td>
<td>Gap thickness between melt and bridge crust if anchoring occurs</td>
<td>cm</td>
</tr>
<tr>
<td>56 (BD)</td>
<td>CRSTLP</td>
<td>When crust anchors, 2nd crust thickness that forms on melt surface</td>
<td>cm</td>
</tr>
<tr>
<td>57 (BE)</td>
<td>VIEWP</td>
<td>Radiation view factor between melt surface and underside of crust when a bridge crust forms</td>
<td>-</td>
</tr>
<tr>
<td>58 (BF)</td>
<td>HBEDPL</td>
<td>Particle bed height above crust, including porosity</td>
<td>cm</td>
</tr>
<tr>
<td>59 (BG)</td>
<td>FZRG</td>
<td>Reaction fraction between H₂O/CO₂ gases and Zr in melt</td>
<td>-</td>
</tr>
<tr>
<td>60 (BH)</td>
<td>FZRC</td>
<td>Reaction fraction between SiO₂ and Zr in the melt</td>
<td>-</td>
</tr>
<tr>
<td>61 (BI)</td>
<td>FCRG</td>
<td>Reaction fraction between H₂O/CO₂ gases and Cr in melt</td>
<td>-</td>
</tr>
<tr>
<td>62 (BJ)</td>
<td>FFEG</td>
<td>Reaction fraction between H₂O/CO₂ gases and Fe in melt</td>
<td>-</td>
</tr>
<tr>
<td>63 (BK)</td>
<td>FZRSI</td>
<td>Fraction of Zr/SiO₂ reactions producing Si(l) vs. SiO(g)</td>
<td>-</td>
</tr>
<tr>
<td>64 (BL)</td>
<td>FSIG</td>
<td>Reaction fraction between H₂O/CO₂ gases and Si in melt</td>
<td>-</td>
</tr>
<tr>
<td>65 (BM)</td>
<td>VSMP</td>
<td>Solid fraction in melt metal phase</td>
<td>-</td>
</tr>
<tr>
<td>66 (BN)</td>
<td>VSOE</td>
<td>Solid fraction in melt oxide phase</td>
<td>-</td>
</tr>
<tr>
<td>67 (BO)</td>
<td>VSTP</td>
<td>Total solid fraction in combined metal and oxide phases</td>
<td>-</td>
</tr>
<tr>
<td>68 (BP)</td>
<td>FNMH2</td>
<td>Number of moles of H₂ produced during interaction</td>
<td>moles</td>
</tr>
<tr>
<td>69 (BQ)</td>
<td>FNMH2O</td>
<td>Number of moles of H₂O produced during interaction</td>
<td>moles</td>
</tr>
<tr>
<td>70 (BR)</td>
<td>FNMCO</td>
<td>Number of moles of CO produced during interaction</td>
<td>moles</td>
</tr>
<tr>
<td>71 (BS)</td>
<td>FNMCO2</td>
<td>Number of moles of CO₂ produced during interaction</td>
<td>moles</td>
</tr>
<tr>
<td>72 (BT)</td>
<td>FNMSIO</td>
<td>Number of moles of SiO(g) produced during interaction</td>
<td>moles</td>
</tr>
<tr>
<td>73 (BU)</td>
<td>FNMTOT</td>
<td>Total number of moles of gas produced</td>
<td>moles</td>
</tr>
<tr>
<td>74 (BV)</td>
<td>TRPV</td>
<td>Temperature of melt draining from RPV</td>
<td>K</td>
</tr>
<tr>
<td>75 (BW)</td>
<td>XMRPV</td>
<td>Total mass flow rate of melt draining from RPV</td>
<td>kg/sec</td>
</tr>
<tr>
<td>76 (BX)</td>
<td>TTOPP</td>
<td>Upper surface temperature of melt pool or crust</td>
<td>K</td>
</tr>
<tr>
<td>77 (BY)</td>
<td>VCRITP</td>
<td>Critical gas velocity to preclude crust formation at melt upper surface</td>
<td>(cm/s)</td>
</tr>
<tr>
<td>78 (BC)</td>
<td>VBERP</td>
<td>Berenson critical gas velocity (corrected) for breakdown of gas film model over the concrete surface</td>
<td>(cm/s)</td>
</tr>
<tr>
<td>79 (CA)</td>
<td>HBOTP</td>
<td>Heat transfer coefficient from melt to concrete bottom surface</td>
<td>(W/m²-K)</td>
</tr>
<tr>
<td>80 (CB)</td>
<td>HSIDEP</td>
<td>Heat transfer coefficient from melt to concrete sidewall surface</td>
<td>(W/m²-K)</td>
</tr>
<tr>
<td>81 (CC)</td>
<td>QDRYC</td>
<td>Crust dryout heat flux</td>
<td>kW/m²</td>
</tr>
<tr>
<td>82 (CD)</td>
<td>QDRYCI</td>
<td>Crust dryout heat flux corrected for counter-current flow of noncondensible gases</td>
<td>kW/m²</td>
</tr>
<tr>
<td>83 (CE)</td>
<td>DCRBOT</td>
<td>Thickness of crust at basemat core/concrete interface</td>
<td>(mm)</td>
</tr>
<tr>
<td>84 (CF)</td>
<td>DCRSIDE</td>
<td>Thickness of crust at sidewall core/concrete interface</td>
<td>(mm)</td>
</tr>
<tr>
<td>85 (CG)</td>
<td>DHOLP</td>
<td>Crust melt eruption hole diameter</td>
<td>(mm)</td>
</tr>
<tr>
<td>86 (CH)</td>
<td>XNDEN</td>
<td>Crust melt eruption hole site density</td>
<td>(1/m²)</td>
</tr>
<tr>
<td>87 (CI)</td>
<td>COEPC</td>
<td>Average melt entrainment coefficient due to eruptions</td>
<td>(%)</td>
</tr>
<tr>
<td>88 (CJ)</td>
<td>VTHRSP</td>
<td>Threshold melt superficial gas velocity for onset of eruptions</td>
<td>(cm/s)</td>
</tr>
<tr>
<td>89 (CK)</td>
<td>FRCHLP</td>
<td>Percentage of concrete decomposition gases that pass through crust vent holes</td>
<td>(%)</td>
</tr>
</tbody>
</table>
### Table 4-3 (Contd.). Variable Definitions in Plotting File ‘bigplots.1xxx’.

<table>
<thead>
<tr>
<th>Column No.</th>
<th>Variable Name</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>90 (CL)</td>
<td>DSLAGBP</td>
<td>Thickness of slag layer beneath bottom crust</td>
<td>(mm)</td>
</tr>
<tr>
<td>91 (CM)</td>
<td>TSURFB</td>
<td>Temperature of concrete surface at bottom of pool</td>
<td>(K)</td>
</tr>
<tr>
<td>92 (CN)</td>
<td>DSLAGSP</td>
<td>Thickness of slag layer beneath side crust</td>
<td>(mm)</td>
</tr>
<tr>
<td>93 (CO)</td>
<td>TSURFS</td>
<td>Temperature of concrete surface at side of pool</td>
<td>(K)</td>
</tr>
<tr>
<td>94 (CP)</td>
<td>DCMINB</td>
<td>Minimum thickness of stable crust at bottom of pool</td>
<td>(mm)</td>
</tr>
<tr>
<td>95 (CQ)</td>
<td>DCMINS</td>
<td>Minimum thickness of stable crust at side of pool</td>
<td>(mm)</td>
</tr>
<tr>
<td>96 (CR)</td>
<td>TFRZCRB</td>
<td>Freezing temperature of crust at bottom of pool (based on crust composition)</td>
<td>(K)</td>
</tr>
<tr>
<td>97 (CS)</td>
<td>TFRZCRS</td>
<td>Freezing temperature of crust at side of pool (based on crust composition)</td>
<td>(K)</td>
</tr>
<tr>
<td>98 (CT)</td>
<td>TFRZCR</td>
<td>Crust freezing temperature (based on pool composition)</td>
<td>(K)</td>
</tr>
<tr>
<td>99 (CU)</td>
<td>XMCRB</td>
<td>Mass of bottom crust</td>
<td>(kg)</td>
</tr>
<tr>
<td>100 (CV)</td>
<td>XMCRS</td>
<td>Mass of side crust</td>
<td>(kg)</td>
</tr>
<tr>
<td>101(CW)</td>
<td>XWTCRB</td>
<td>Weight fraction concrete in bottom crust</td>
<td>(-)</td>
</tr>
<tr>
<td>102 (CX)</td>
<td>XWTCRS</td>
<td>Weight fraction concrete in side crust</td>
<td>(-)</td>
</tr>
</tbody>
</table>

### Table 4-4. Variable Definitions in Plotting File ‘quickplots.10xxx’.

<table>
<thead>
<tr>
<th>Column No.</th>
<th>Variable Name</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (A)</td>
<td>TIMSV</td>
<td>Calculation time</td>
<td>minutes</td>
</tr>
<tr>
<td>2 (B)</td>
<td>ABBPLT</td>
<td>Axial ablation depth</td>
<td>cm</td>
</tr>
<tr>
<td>3 (C)</td>
<td>ABSCPLT</td>
<td>Radial ablation depth</td>
<td>cm</td>
</tr>
<tr>
<td>4 (D)</td>
<td>TMPLT</td>
<td>Bulk melt temperature</td>
<td>K</td>
</tr>
<tr>
<td>5 (E)</td>
<td>TSOX</td>
<td>Oxide phase solidus temperature</td>
<td>K</td>
</tr>
<tr>
<td>6 (F)</td>
<td>TLOX</td>
<td>Oxide phase liquidus temperature</td>
<td>K</td>
</tr>
<tr>
<td>7 (G)</td>
<td>FNMH2</td>
<td>Number of moles of H(_2) produced during interaction</td>
<td>moles</td>
</tr>
<tr>
<td>8 (H)</td>
<td>FNMCO</td>
<td>Number of moles of CO produced during interaction</td>
<td>moles</td>
</tr>
<tr>
<td>9 (I)</td>
<td>FNMCO2</td>
<td>Number of moles of CO(_2) produced during interaction</td>
<td>moles</td>
</tr>
<tr>
<td>10 (J)</td>
<td>QFLXW</td>
<td>Surface heat flux to water (wet) or structure (dry)</td>
<td>kW/m(^2)</td>
</tr>
<tr>
<td>11 (K)</td>
<td>XWTCM</td>
<td>Concrete fraction in melt</td>
<td>-</td>
</tr>
<tr>
<td>12 (L)</td>
<td>XWTCCCR</td>
<td>Concrete fraction in top crust</td>
<td>-</td>
</tr>
<tr>
<td>13 (M)</td>
<td>XWTCCB</td>
<td>Concrete fraction in particle bed</td>
<td>-</td>
</tr>
<tr>
<td>14 (N)</td>
<td>ELEVDN</td>
<td>Current basemat elevation</td>
<td>cm</td>
</tr>
<tr>
<td>15 (O)</td>
<td>HBTCPF</td>
<td>Elevation of the bottom surface of the top crust</td>
<td>cm</td>
</tr>
<tr>
<td>16 (P)</td>
<td>HTPCRFX</td>
<td>Elevation of the top surface of the top crust</td>
<td>cm</td>
</tr>
<tr>
<td>17 (Q)</td>
<td>HTPBFX</td>
<td>Elevation of the top surface of the particle bed</td>
<td>cm</td>
</tr>
<tr>
<td>18 (R)</td>
<td>HGAPP</td>
<td>Elevation of the top surface of the melt pool</td>
<td>cm</td>
</tr>
<tr>
<td>19 (S)</td>
<td>XMTLOT</td>
<td>Total debris (melt+crust+particle bed) mass</td>
<td>kg</td>
</tr>
<tr>
<td>20 (T)</td>
<td>XMMELET</td>
<td>Melt zone mass</td>
<td>kg</td>
</tr>
<tr>
<td>21 (U)</td>
<td>XMCRRT</td>
<td>Top crust mass</td>
<td>kg</td>
</tr>
<tr>
<td>22 (V)</td>
<td>XMBED</td>
<td>Particle bed mass</td>
<td>kg</td>
</tr>
<tr>
<td>23 (W)</td>
<td>COEFPC</td>
<td>Melt eruption entrainment coefficient</td>
<td>(%)</td>
</tr>
<tr>
<td>24 (X)</td>
<td>PCTOT</td>
<td>Total decay heat (melt, crusts, and particle beds)</td>
<td>kW</td>
</tr>
<tr>
<td>25 (Y)</td>
<td>PCMLT</td>
<td>Decay heat in melt zone</td>
<td>kW</td>
</tr>
<tr>
<td>26 (Z)</td>
<td>PCCR</td>
<td>Decay heat in top crust</td>
<td>kW</td>
</tr>
<tr>
<td>27 (AA)</td>
<td>PCBED</td>
<td>Decay heat in particle bed over crust</td>
<td>kW</td>
</tr>
</tbody>
</table>
### Table 4-5. Variable Definitions in Plotting File ‘integralplot’.

<table>
<thead>
<tr>
<th>Column No.</th>
<th>Variable Name</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (A)</td>
<td>TIME</td>
<td>Time</td>
<td>sec</td>
</tr>
<tr>
<td>2 (B)</td>
<td>FINJ</td>
<td>Water Injection Flowrate</td>
<td>kg/sec</td>
</tr>
<tr>
<td>3 (C)</td>
<td>FDC</td>
<td>Flowrate into Downcomers</td>
<td>kg/sec</td>
</tr>
<tr>
<td>4 (D)</td>
<td>FSTM</td>
<td>Total Steam Production</td>
<td>kg/sec</td>
</tr>
<tr>
<td>5 (E)</td>
<td>TINJ</td>
<td>Total Water Injection</td>
<td>kg</td>
</tr>
<tr>
<td>6 (F)</td>
<td>TDC</td>
<td>Total Water Flow into Downcomers</td>
<td>kg</td>
</tr>
<tr>
<td>7 (G)</td>
<td>TSTM</td>
<td>Total Steam Production</td>
<td>kg</td>
</tr>
<tr>
<td>8 (H)</td>
<td>TWATFLR</td>
<td>Remaining Water on Floor</td>
<td>kg</td>
</tr>
<tr>
<td>9 (I)</td>
<td>WBAL</td>
<td>Water Mass Balance</td>
<td>kg</td>
</tr>
<tr>
<td>10 (J)</td>
<td>EWMS</td>
<td>Heat removal by water</td>
<td>MJ</td>
</tr>
<tr>
<td>11 (K)</td>
<td>EWCQ</td>
<td>Total Upwards Heat Removal</td>
<td>MJ</td>
</tr>
<tr>
<td>12 (L)</td>
<td>ENTB</td>
<td>Axial Ablation Heat Transfer</td>
<td>MJ</td>
</tr>
<tr>
<td>13 (M)</td>
<td>ENTS</td>
<td>Radial Ablation Heat Transfer</td>
<td>MJ</td>
</tr>
<tr>
<td>14 (N)</td>
<td>ENOX</td>
<td>Metals Oxidation Energy</td>
<td>MJ</td>
</tr>
<tr>
<td>15 (O)</td>
<td>EDEC</td>
<td>Decay Heat</td>
<td>MJ</td>
</tr>
<tr>
<td>16 (P)</td>
<td>ESLG</td>
<td>Slag Heat Source</td>
<td>MJ</td>
</tr>
<tr>
<td>17 (Q)</td>
<td>ECRD</td>
<td>Crusting Heat Sink</td>
<td>MJ</td>
</tr>
<tr>
<td>18 (R)</td>
<td>ERUP</td>
<td>Eruption Heat Sink</td>
<td>MJ</td>
</tr>
<tr>
<td>19 (S)</td>
<td>EINJ</td>
<td>Melt Pour Heat Source</td>
<td>MJ</td>
</tr>
<tr>
<td>20 (T)</td>
<td>NMH2</td>
<td>H2 Production</td>
<td>moles</td>
</tr>
<tr>
<td>21 (U)</td>
<td>NMCO</td>
<td>CO Production</td>
<td>moles</td>
</tr>
<tr>
<td>22 (V)</td>
<td>NCO2</td>
<td>CO2 Production</td>
<td>moles</td>
</tr>
<tr>
<td>23 (W)</td>
<td>NTOT</td>
<td>Total Non-condensables</td>
<td>moles</td>
</tr>
<tr>
<td>24 (X)</td>
<td>QNTW</td>
<td>Heat Transfer to Water</td>
<td>kW</td>
</tr>
<tr>
<td>25 (Y)</td>
<td>QTWA</td>
<td>Total Upwards Heat Transfer</td>
<td>kW</td>
</tr>
<tr>
<td>26 (Z)</td>
<td>QNTB</td>
<td>Axial Ablation Heat Transfer</td>
<td>kW</td>
</tr>
<tr>
<td>27 (AA)</td>
<td>QNTS</td>
<td>Radial Ablation Heat Transfer</td>
<td>kW</td>
</tr>
<tr>
<td>28 (AB)</td>
<td>QNOX</td>
<td>Metals Oxidation Energy</td>
<td>kW</td>
</tr>
<tr>
<td>29 (AC)</td>
<td>QDEC</td>
<td>Decay Heat</td>
<td>kW</td>
</tr>
<tr>
<td>30 (AD)</td>
<td>MLTM</td>
<td>Melt Mass</td>
<td>kg</td>
</tr>
<tr>
<td>31 (AE)</td>
<td>CRTP</td>
<td>Top Crust Mass</td>
<td>kg</td>
</tr>
<tr>
<td>32 (AF)</td>
<td>CRSD</td>
<td>Side Crust Mass</td>
<td>kg</td>
</tr>
<tr>
<td>33 (AG)</td>
<td>CRBT</td>
<td>Bottom Crust Mass</td>
<td>kg</td>
</tr>
<tr>
<td>34 (AH)</td>
<td>MEBED</td>
<td>Particle Bed Mass</td>
<td>kg</td>
</tr>
<tr>
<td>35 (AI)</td>
<td>MTOT</td>
<td>Total Debris Mass</td>
<td>kg</td>
</tr>
<tr>
<td>36 (AJ)</td>
<td>AREA</td>
<td>MCCI Surface Area</td>
<td>m²</td>
</tr>
<tr>
<td>37 (AK)</td>
<td>PRES</td>
<td>System Pressure</td>
<td>MPa</td>
</tr>
</tbody>
</table>
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APPENDIX A: MATERIAL PROPERTIES EVALUATION

The objective of this appendix is to document the thermo-physical property subroutines incorporated into CORQUENCH 4.1. The methods for evaluating the corium properties are described first, followed by a description of the methods used for evaluating the properties of the concrete. Finally, the methods for calculating the properties of the water coolant/vapor and concrete decomposition gases are described. Except where otherwise noted, SI units (kilograms, meters, seconds, degrees Kelvin) are used in all of the subroutines.

A. 1 Corium Property Evaluation

A.1.1 Corium Enthalpy-Temperature Relationship

Given the mole fraction breakdown of the various metal and oxide constituents in the corium and the bulk corium temperature, subroutine ETF evaluates the corium specific enthalpy and the derivative of the specific enthalpy with respect to temperature. Conversely, given the corium specific enthalpy and the mole fraction breakdown, subroutine TEF evaluates the corium temperature and the derivative of the specific enthalpy with respect to temperature. In these subroutines, the corium is assumed to consist of distinct oxide and metal phases each of which is characterized by a solidus and liquids temperature. The solidus and liquids temperatures are required to be distinct (i.e., non-equal), and the enthalpy of each phase is assumed to vary linearly between the solidus and liquids values. The metal and oxide corium constituents currently modeled in the code are shown in Table A-1.

For a given corium constituent below the solidus, a parabolic relationship between specific enthalpy and temperature is assumed; i.e.,

\[ e_i(T) = a_{sol,i}T^2 + b_{sol,i}T + c_{sol,i}, \]  \hspace{1cm} (A-1)

where \( a_{sol,i}, b_{sol,i}, \) and \( c_{sol,i} \) are the solid phase specific enthalpy coefficients. Conversely, above the liquidus, a linear relationship between corium specific enthalpy and temperature is assumed,

\[ e_i(T) = b_{liq,i}T + c_{liq,i}, \]  \hspace{1cm} (A-2)

where \( b_{liq,i} \) and \( c_{liq,i} \) are the liquid phase enthalpy coefficients. The solid and liquid phase coefficients are summarized in Table A-2 for the various corium/concrete constituents currently modeled in the code. These coefficients are initialized in subroutine CPROPI. The constituents with indices 1-22 in Table A-1 are treated as components of concrete, while constituents with indices 8-28 are treated as components of corium and solidified debris. The overlap of constituents with indices 8-22 accounts for the fact that concrete decomposition products are incorporated into the corium during concrete ablation. Thus, these constituents are common to both zones. The coefficients in Table A-2 have been defined such that specific enthalpy of the solid phase is equal to zero at a reference temperature of 298 K, with the exception of the decomposable concrete constituents \( Ca(OH)_2, CaCO_3, CaMg(CO_3)_2, Fe_2O_3, \) and \( K_2O. \) The solid phase coefficients for these constituents have been defined such that the molar specific enthalpy evaluated from Eq. A-1 equals the heat of formation from the oxides at the reference temperature of 298 K. The assumed heats of formation for the decomposable concrete constituents are shown in Table A-3. Condensed water in the concrete also undergoes evaporation at the saturation temperature corresponding to the system pressure. However, the condensed ("solid") phase coefficients for this constituent have been defined such that the molar specific enthalpy at 298 K equals zero, while the vapor ("liquid")
phase coefficients have been defined such that the molar enthalpy at the saturation temperature \( (T_{liq,H2O}) \) equals the liquid phase enthalpy plus the latent heat of vaporization.

With the exception of the decomposable and evaporable concrete constituents, the liquid phase coefficients in Table A-2 have been defined such that the latent heat of fusion for a given corium constituent is given through the relationship,

\[
\Delta e_{freeze,i} = e_i(T_{liq,i}) - e_i(T_{sol,i})
\]

where \( T_{sol,i} \) and \( T_{liq,i} \) are the constituent solidus/liquidus temperatures, which are taken equal to the solidus/liquidus for the particular (metal or oxide) phase of which the \( i \)th corium constituent is a member.

**Table A-1. Summary of Indicial Scheme for Corium/Concrete Interactions.**

<table>
<thead>
<tr>
<th>Index</th>
<th>Constituent</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Ca(OH)(_2)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>CaCO(_3)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>MgCa(CO(_3))(_2)</td>
<td>Decomposable Concrete Constituents</td>
</tr>
<tr>
<td>4</td>
<td>H(_2)O(l)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>H(_2)O(v)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>K(_2)O(s)</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>K(_2)O(v)</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Na(_2)O</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>TiO(_2)</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>SiO(_2)</td>
<td>Concrete/Corium Constituents</td>
</tr>
<tr>
<td>11</td>
<td>CaO</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>MgO</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Al(_2)O(_3)</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>FeO</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Fe(_2)O(_3)</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Fe(_3)O(_4)</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Fe</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>Cr</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Ni</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Zr</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>ZrO(_2)</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>B(_2)O(_3)</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>U</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>B(_4)C</td>
<td>Corium Constituents</td>
</tr>
<tr>
<td>25</td>
<td>Si</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>SiC</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>Cr(_2)O(_3)</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>NiO</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>UO(_2)</td>
<td></td>
</tr>
</tbody>
</table>
Table A-2. Summary of Solidus/Liquidus Specific Enthalpy Coefficients for the Materials Treated in CORQUENCH4.1.

<table>
<thead>
<tr>
<th>Index</th>
<th>Constituent</th>
<th>$a_{sol} \cdot 10^3$ (J/mol·K²)</th>
<th>$b_{sol}$ (J/mol·K)</th>
<th>$c_{sol} \cdot 10^{-4}$ (J/mol)</th>
<th>$b_{liq}$ (J/mol·K)</th>
<th>$c_{liq} \cdot 10^{-4}$ (J/mol)</th>
<th>Ref. No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Ca(OH)$_2$</td>
<td>12.37</td>
<td>90.61</td>
<td>-13.75</td>
<td>0.00</td>
<td>0.00</td>
<td>80</td>
</tr>
<tr>
<td>2</td>
<td>CaCO$_3$</td>
<td>16.79</td>
<td>88.73</td>
<td>-20.57</td>
<td>0.00</td>
<td>0.00</td>
<td>80</td>
</tr>
<tr>
<td>3</td>
<td>MgCa(CO$_3$)$_2$</td>
<td>45.31</td>
<td>142.5</td>
<td>-74.38</td>
<td>0.00</td>
<td>0.00</td>
<td>80</td>
</tr>
<tr>
<td>4</td>
<td>H$_2$O(l)</td>
<td>18.56</td>
<td>62.80</td>
<td>-2.051</td>
<td>0.00</td>
<td>0.00</td>
<td>81</td>
</tr>
<tr>
<td>5</td>
<td>H$_2$O(v)</td>
<td>0.00</td>
<td>0.00</td>
<td>note a</td>
<td>0.00</td>
<td>note a</td>
<td>81</td>
</tr>
<tr>
<td>6</td>
<td>K$_2$O(s)</td>
<td>20.94</td>
<td>72.14</td>
<td>-38.65</td>
<td>0.00</td>
<td>0.00</td>
<td>80</td>
</tr>
<tr>
<td>7</td>
<td>K$_2$O(v)</td>
<td>0.00</td>
<td>0.00</td>
<td>note a</td>
<td>0.00</td>
<td>note a</td>
<td>80</td>
</tr>
<tr>
<td>8</td>
<td>Na$_2$O</td>
<td>-2.452</td>
<td>106.5</td>
<td>-3.152</td>
<td>104.6</td>
<td>-1.093</td>
<td>80</td>
</tr>
<tr>
<td>9</td>
<td>TiO$_2$</td>
<td>2.717</td>
<td>67.5</td>
<td>-2.041</td>
<td>100.4</td>
<td>-4.225</td>
<td>82</td>
</tr>
<tr>
<td>10</td>
<td>SiO$_2$</td>
<td>5.312</td>
<td>57.92</td>
<td>-1.773</td>
<td>85.77</td>
<td>-4.225</td>
<td>80</td>
</tr>
<tr>
<td>11</td>
<td>CaO</td>
<td>2.843</td>
<td>47.11</td>
<td>-1.429</td>
<td>62.76</td>
<td>4.331</td>
<td>80</td>
</tr>
<tr>
<td>12</td>
<td>MgO</td>
<td>2.533</td>
<td>44.85</td>
<td>-1.359</td>
<td>60.67</td>
<td>3.807</td>
<td>80</td>
</tr>
<tr>
<td>13</td>
<td>Al$_2$O$_3$</td>
<td>6.587</td>
<td>108.3</td>
<td>-3.287</td>
<td>192.5</td>
<td>-8.202</td>
<td>82</td>
</tr>
<tr>
<td>14</td>
<td>FeO</td>
<td>4.719</td>
<td>49.32</td>
<td>-1.512</td>
<td>68.20</td>
<td>0.939</td>
<td>80</td>
</tr>
<tr>
<td>15</td>
<td>Fe$_2$O$_3$</td>
<td>1.444</td>
<td>140.4</td>
<td>-12.19</td>
<td>142.3</td>
<td>3.915</td>
<td>80</td>
</tr>
<tr>
<td>16</td>
<td>Fe$_3$O$_4$</td>
<td>0.00</td>
<td>203.4</td>
<td>-6.060</td>
<td>213.4</td>
<td>5.872</td>
<td>80</td>
</tr>
<tr>
<td>17</td>
<td>Fe</td>
<td>2.481</td>
<td>33.58</td>
<td>-1.023</td>
<td>46.02</td>
<td>-1.082</td>
<td>83</td>
</tr>
<tr>
<td>18</td>
<td>Cr</td>
<td>7.666</td>
<td>17.84</td>
<td>-0.600</td>
<td>39.33</td>
<td>0.075</td>
<td>83</td>
</tr>
<tr>
<td>19</td>
<td>Ni</td>
<td>2.036</td>
<td>29.16</td>
<td>-0.888</td>
<td>43.10</td>
<td>-0.938</td>
<td>83</td>
</tr>
<tr>
<td>20</td>
<td>Zr</td>
<td>0.00</td>
<td>33.07</td>
<td>-0.989</td>
<td>33.47</td>
<td>0.618</td>
<td>83</td>
</tr>
<tr>
<td>21</td>
<td>ZrO$_2$</td>
<td>0.00</td>
<td>85.48</td>
<td>-2.549</td>
<td>100.4</td>
<td>1.713</td>
<td>84</td>
</tr>
<tr>
<td>22</td>
<td>B$_2$O$_3$</td>
<td>42.89</td>
<td>44.68</td>
<td>-1.713</td>
<td>129.7</td>
<td>-3.212</td>
<td>82</td>
</tr>
<tr>
<td>23</td>
<td>U</td>
<td>0.00</td>
<td>44.34</td>
<td>-1.322</td>
<td>47.91</td>
<td>-0.971</td>
<td>83</td>
</tr>
<tr>
<td>24</td>
<td>B$_2$C</td>
<td>13.28</td>
<td>84.74</td>
<td>-2.645</td>
<td>136.0</td>
<td>3.749</td>
<td>82</td>
</tr>
<tr>
<td>25</td>
<td>Si</td>
<td>3.409</td>
<td>17.08</td>
<td>-0.539</td>
<td>31.38</td>
<td>2.995</td>
<td>83</td>
</tr>
<tr>
<td>26</td>
<td>SiC</td>
<td>0.00</td>
<td>49.57</td>
<td>-1.478</td>
<td>27.20</td>
<td>4.036</td>
<td>116-117</td>
</tr>
<tr>
<td>27</td>
<td>Cr$_2$O$_3$</td>
<td>5.467</td>
<td>115.1</td>
<td>-3.480</td>
<td>156.9</td>
<td>2.312</td>
<td>82</td>
</tr>
<tr>
<td>28</td>
<td>NiO</td>
<td>3.922</td>
<td>48.15</td>
<td>-1.469</td>
<td>59.87</td>
<td>2.948</td>
<td>80, 84, 85</td>
</tr>
<tr>
<td>29</td>
<td>UO$_2$</td>
<td>18.17</td>
<td>40.90</td>
<td>-0.808</td>
<td>130.9</td>
<td>-3.091</td>
<td>86</td>
</tr>
</tbody>
</table>

$a = a_{sol,H_2O,liq}(T_{liq,H_2O})^2 + b_{sol,H_2O,liq} T_{liq,H_2O} + c_{sol,H_2O,liq} + 8.534 \cdot 10^{-2} T_{liq,H_2O}^2 + 13.645 T_{liq,H_2O} + 4.752 \cdot 10^4$

$b = a_{sol,K_2O,liq}(T_{CaCO_3,liq})^2 + b_{sol,K_2O,liq} T_{CaCO_3,liq} + c_{sol,K_2O,liq}$
Table A-3. Heat of Formation from the Oxides for the Various Concrete Decomposition Reactions Treated in CORQUENCH4.1.

<table>
<thead>
<tr>
<th>Decomposition Reaction</th>
<th>Heat of Formation from the Oxides (kJ/mole)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaMg(CO₃)₂ → CaO + MgO = 2 CO₂</td>
<td>-697.26</td>
<td>82</td>
</tr>
<tr>
<td>CaCO₃ → CaO + CO₂</td>
<td>-177.82</td>
<td>87</td>
</tr>
<tr>
<td>Ca(OH)₂ → CaO + H₂O</td>
<td>-109.45</td>
<td>82</td>
</tr>
<tr>
<td>K₂O, sol → K₂ + 1/2 O₂</td>
<td>-363.17</td>
<td>82</td>
</tr>
<tr>
<td>Fe₂O₃ → 2/3 Fe₃O₄ + 1/6 O₂</td>
<td>-79.7</td>
<td>82</td>
</tr>
</tbody>
</table>

Within the freezing temperature range, a linear relationship between the corium specific enthalpy and temperature is assumed,

\[ e_i(T) c_{\text{freeze},i} + b_{\text{freeze},i} T, \quad (A-4) \]

where:

\[ c_{\text{freeze},i} = e_i(T_{\text{sol},i}) - T_{\text{sol},i} \frac{\Delta e_{\text{freeze},i}}{T_{lq,i} - T_{\text{sol},i}}, \quad (A-5) \]

\[ b_{\text{freeze},i} = \frac{\Delta e_{\text{freeze},i}}{T_{lq,i} - T_{\text{sol},i}}. \quad (A-6) \]

Given the corium temperature, the corium specific enthalpy is then evaluated in subroutine ETF through the following expression:

\[ e(T) = AT^2 + BT + C, \quad (A-7) \]

where:

\[ A = \frac{1}{M} \sum_i x_i a_i, \quad (A-8) \]

\[ B = \frac{1}{M} \sum_i x_i b_i, \quad (A-9) \]

\[ C = \frac{1}{M} \sum_i x_i c_i, \quad (A-10) \]

and \( M = \sum X_i M_i \). In these expressions, \( x_i \) is the mole fraction of the \( i^{th} \) corium constituent and is given by:

\[ x_i = \frac{\frac{h_i \rho_i}{M_i}}{\sum_i \frac{h_i \rho_i}{M_i}}, \quad (A-11) \]

where \( m_i \) and \( M_i \) are the mass and molecular weights of the \( i^{th} \) corium constituent in the debris region under consideration, and \( a_i, b_i, \) and \( c_i \) are the corium specific enthalpy coefficients that are defined relative to the corium freezing temperature ranges as:

\[ a_i = \begin{cases} 
  a_{\text{sol},i} & T \leq T_{\text{sol},i} \\
  0 & T_{\text{sol},i} < T < T_{lq,i} \\
  a_{lq,i} & T \geq T_{lq,i} 
\end{cases}, \quad (A-12) \]

\[ b_i = \begin{cases} 
  b_{\text{sol},i} & T \leq T_{\text{sol},i} \\
  b_{\text{freeze},i} & T_{\text{sol},i} < T < T_{lq,i} \\
  b_{lq,i} & T \geq T_{lq,i} 
\end{cases}, \quad (A-13) \]
The derivative of corium specific enthalpy with respect to temperature is used to evaluate the specific heat, and this is calculated from the derivative of Eq. A-7, viz.,

$$ \frac{dT}{de} = \frac{1}{2AT+B} \quad (A-15) $$

Given the specific enthalpy, subroutine TEF evaluates the corium temperature. This is accomplished by first calculating the specific enthalpy at the solidus and liquidus for both the metal and oxide phases of the corium with Eqs. A-7 through A-14 (i.e., four enthalpy-temperature points are determined). Given the enthalpies at the solidus and liquidus, the coefficients in Eq. A-7 are evaluated with Eqs. A-8 through A-11, in conjunction with the following expressions which are slightly revised forms of Eqs. A-12 through A-14,

$$ a_i = \begin{cases} a_{sol,i}; e \leq e_{sol,i} \\ 0; e_{sol,i} < e < e_{liq,i} \\ a_{liq,i}; e \geq e_{liq,i} \end{cases} \quad (A-16) $$

$$ b_i = \begin{cases} b_{sol,i}; e \leq e_{sol,i} \\ b_{freez,i}; e_{sol,i} < e < e_{liq,i} \\ b_{liq,i}; e \geq e_{liq,i} \end{cases} \quad (A-17) $$

$$ c_i = \begin{cases} c_{sol,i}; e \leq e_{sol,i} \\ c_{freez,i}; e_{sol,i} < e < e_{liq,i} \\ c_{liq,i}; e \geq e_{liq,i} \end{cases} \quad (A-18) $$

With the coefficients of Eq. A-7 determined, the corium temperature as a function of enthalpy is found by inverting this expression to obtain, for the case in which $A = 0$,

$$ T = \frac{e-C}{B} \quad (A-19) $$

and for the case in which $A \neq 0$,

$$ T = \frac{1}{2} \frac{B}{A} + \frac{\sqrt{B^2 - (C-E)^2}}{4A} \quad (A-20) $$

Given the corium temperature from Eq. A-19 or A-20, the derivative of corium specific enthalpy with respect to temperature is then determined from Eq. A-15.

**A.1.2 Corium Phase Diagram Evaluation**

CORQUENCH4.1 evaluates the freezing temperature range (i.e., solidus and liquidus) for both the metal and oxide phases of the corium melt, and this data is used in the enthalpy-temperature evaluation described in the previous subsection. These temperatures are evaluated in subroutine PHASED.
The first step in this calculation is to determine the core-cladding mixture solidus-liquidus temperatures assuming fully oxidized conditions ($UO_2$-$ZrO_2$). For the oxide phase, two sets of experimental data are used to evaluate these temperatures given the core-to-cladding ratio, as well as the type and amount of concrete oxides that are in solution with the core and cladding oxides. Given the $U/Zr$ molar ratio, this is accomplished by first linearly interpolating the solidus and liquidus temperatures for the $UO_2$-$ZrO_2$ mixture from a discretized version of the Lamberston-Mueller phase diagram;\cite{76} the data are shown graphically in Figure A-1. With these temperatures determined, the solidus-liquidus temperatures for the core-cladding-concrete mixture are then calculated using the data obtained by Roche et al.\cite{78} These solidus-liquidus data, obtained with PWR-type (i.e., $U/Zr = 1.64$) core melt compositions containing various amounts and types of concrete, are shown graphically in Figures A-2 and A-3. To facilitate extrapolation of this information to melt compositions for which the $U/Zr$ ratio does not equal 1.64, Roche’s data were converted to dimensionless form by defining the following parameters:

\[
F_{\text{sol}} = \frac{T_{\text{sol},L-M} - T_{\text{sol},o}}{T_{\text{sol},L-M} - T_{\text{sol},\text{con}}}
\]

\[
F_{\text{liq}} = \frac{T_{\text{liq},L-M} - T_{\text{liq},o}}{T_{\text{liq},L-M} - T_{\text{liq},\text{con}}}
\]

Figure A-1. Curve Fits to Lamberston and Mueller\cite{88} Phase Diagram Data.
Figure A-2. Dimensionless Curve Fits to Roche et al.\cite{78} Solidus Temperature Data for PWR Corium Containing Various Levels and Types of Concrete.

Figure A-3. Curve Fits to Roche et al.\cite{78} Liquidus Temperature Data for PWR Corium Containing Various Levels and Types of Concrete.
In Eq. A-21, \(T_{sol,LM}\) is the solidus temperature of the \(UO_2-ZrO_2\) phase, \(T_{sol,con}\) is the concrete solidus temperature, and \(T_{sol,o}\) is the oxide phase solidus temperature. The variable definitions within the dimensionless liquidus function (Eq. A-22) are analogous to those for the solidus function. The solidus-liquidus temperatures for the various concrete types are provided in Table A-4; these data are also taken from Roche et al.\textsuperscript{[78]} Given the solidus-liquidus temperatures for the core-cladding mixture from the Lamberston-Muller data (Figure A-1), as well as the concrete solidus-liquidus data from Roche et al. (Table A-4), then the solidus-liquidus temperatures are determined by interpolation from the data shown in Figures A-2 and A-3, respectively, given the functions defined in Eqs. A-21 and A-22.

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Concrete Type</th>
<th>Limestone/common sand</th>
<th>Siliceous</th>
<th>Limestone-limestone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solidus (K)</td>
<td>1393</td>
<td>1403</td>
<td>1495</td>
<td></td>
</tr>
<tr>
<td>Liquidus (K)</td>
<td>1568</td>
<td>1523</td>
<td>2577</td>
<td></td>
</tr>
</tbody>
</table>

Once the core-concrete oxide phase solidus and liquidus temperatures are evaluated under fully oxidized conditions, then the second step in the analysis is to calculate the solidus and liquidus temperatures for the fuel and cladding mixture if the cladding is only partially oxidized. This is accomplished by interpolating from the pseudo-binary \((U,Zr)O_{2-x}\) phase diagram that is shown in Figure A-4. This diagram has been constructed from various data sources. In particular, data shown on the left hand side of the graph for the \(UO_2-Zr\) vertical section are taken from the work of Chevalier et al.\textsuperscript{[89]} On the right hand side of the graph, the \(UO_2-ZrO_2\) vertical section data are taken from the Lambertson-Mueller phase diagram\textsuperscript{[88]} shown in Figure A-1. Solidus-liquidus data in the range of 30-70 % cladding oxidation are taken from Farmer and Spencer.\textsuperscript{[90]} The balance of the data points have been estimated to provide a smooth transition between regions of the graph where data do not exist.

The overall methodology for calculating the oxide phase solidus-liquidus temperatures can then be summarized as follows. The solidus and liquidus are first calculated through Eqs. A-21 and A-22 assuming a fully oxidized melt with concrete present. Second, when Zr metal is present, the solidus and liquidus for the partially oxidized \((U,Zr)O_{2-x}\) phase are interpolated from the data shown in Figure A-4. The actual oxide phase solidus and liquidus temperatures used in the core-concrete interaction calculation are then set equal to the minimum values assessed using these two approaches. Although this approach is empirical, it nonetheless allows cases involving partially oxidized core melts to be treated with a systematic transition to fully oxidized melt conditions.

For the metal phase, the code first checks to see if stainless steel is present. If stainless is present, then the solidus and liquidus temperatures are calculated using an interpolation table that was developed on the basis of the \(Fe-Cr-Ni\) ternary phase diagrams.\textsuperscript{[91]} If additional metals are present in the melt [e.g., Si, U, B\textsubscript{4}C or Zr, if the Zr is assumed to be in solution with the metal phase (IEUTE=0) as opposed to the core oxide phase (IEUTE=1)], then the final metal phase solidus and liquidus temperatures are calculated based on a molar weighting of the melting points for the various metals present in the melt. This latter approach is admittedly first-order. However, evaluating the metal phase melting points on the basis of a detailed multi-component phase diagram analysis is beyond the scope of this work.

145
In terms of evaluating the melt solid fraction, which is important in the viscosity evaluation described later in this appendix, the code first evaluates the solid fractions of both the metal and oxide phases, and with these two results, the total melt solids fraction is evaluated from:

\[
V_{\text{sol}} = (1 - \phi_o)V_o + (1 - \phi_m)V_m
\]  

(A-23)

where \( \phi_m \) and \( \phi_o \) denote the solid fractions in the metal and oxide phases, respectively, and \( V_m \) and \( V_o \) are the volume fractions of these two phases in the melt. The volume fractions are evaluated through the equations:

\[
V_m = \frac{\sum_{\text{metal}} \frac{m_i}{\rho_i}}{\sum_{i} \frac{m_i}{\rho_i}}
\]  

(A-24)

\[
V_o = 1 - V_m = \frac{\sum_{\text{oxide}} \frac{m_i}{\rho_i}}{\sum_{i} \frac{m_i}{\rho_i}}
\]  

(A-25)

For the metal phase, the solid fraction in Eq. A-23 is assumed to vary linearly between the solidus and liquidus; i.e.,

\[
\phi_m = \frac{T - T_{\text{sol}, m}}{T_{\text{liq}, m} - T_{\text{sol}, m}}; \quad T_{\text{sol}, m} \leq T \leq T_{\text{liq}, m}
\]  

(A-26)
where \( T_{\text{sol},m} \) and \( T_{\text{liq},m} \) denote the metal phase solidus/liquidus temperatures, respectively. For the oxide phase, the user has two options for evaluating the solid fraction. The first is that the fraction is assumed to vary linearly as for the metal phase (\( \text{NSOLID} = 2 \)); i.e.,

\[
\phi_o = \frac{T - T_{\text{sol},o}}{T_{\text{liq},o} - T_{\text{sol},o}}; \quad T_{\text{sol},o} \leq T \leq T_{\text{liq},o}
\] (A-27)

In the second case (\( \text{NSOLID} = 1 \)), the solid fraction is evaluated on the basis of early phase diagram calculations that were performed by Chevalier\(^{[92]}\) using the OXY5-GEMINI2 code for the case of PWR core melt containing siliceous concrete. As part of the current work, these computed results were normalized by defining the following dimensionless temperature:

\[
F = \frac{T_{\text{liq},o} - T}{T_{\text{liq},o} - T_{\text{sol},o}}; \quad T_{\text{sol},o} \leq T \leq T_{\text{liq},o}
\] (A-28)

The result is shown in Figure A-5. Although this calculation is based on melt containing siliceous concrete, it is nonetheless used to evaluate the oxide phase solid fraction for other concrete types (e.g., limestone/common sand and limestone-limestone) by using the composition-specific solidus/liquidus temperatures in Eq. A-28. Ideally, different versions of Figure A-5 would be developed for different concretes, but the required data is not readily available in the open literature. In lieu of such information, the approach described above is used for evaluating the oxide phase solid fraction for all concrete types.

![Figure A-5. Oxide Phase Solid Fraction vs. Normalized Temperature. (constructed on the basis of early OXY5-GEMINI2 calculations by Chevalier\(^{[92]}\)).](image-url)
A.1.3 Corium Thermal Conductivity Evaluation

Given the corium constituent masses and the temperature, the thermal conductivity is evaluated through subroutine CONDF. In this subroutine, the corium is assumed to consist of distinct oxide and metal phases, each of which is characterized by a solidus and liquidus temperature. The metal and oxide phase conductivities are evaluated through the support routines CONDM and CONDO that are called by subroutine CONDF. For a given corium constituent, the thermal conductivity is evaluated through an expression of the form,

$$k_i = \sum_{j=0}^{6} C^i_j \left(T^i_R\right)^j$$  \hspace{1cm} (A-29)

where $C^i_j$ ($j=0, 1, \ldots, 6$) are the thermal conductivity coefficients for the $i^{th}$ corium constituent and $T^i_R$ is the normalized corium temperature. The normalized temperature and conductivity coefficients are defined in Tables A-5 and A-6 for the corium metal and oxide phase constituents, respectively. For the metal phase below the solidus temperature, the effective thermal conductivity is evaluated using a volume weighting method based on the conductivities of the individual corium constituents; i.e.,

$$k_m = \sum_{\text{metals}} V_i k_i$$  \hspace{1cm} (A-30)

where:

$$V_i = \frac{m_i}{\sum_{\text{metals}} m_i / \rho_i}$$ \hspace{1cm} (A-31)

In this equation, $\rho_i$ is the density of the $i^{th}$ corium constituent and $k_i$ is given through Eq. A-29. Note that the sum on $i$ in Eqs. A-30 and A-31 is over the metal phase constituents of the corium. Above the metal phase liquidus, the effective thermal conductivity is approximated as a constant, and is calculated as,

$$k_{eq, m} = \frac{k_{sol, m}}{\beta_m}$$  \hspace{1cm} (A-32)

where $k_{sol, m} = k_m(T_{sol, m})$ denotes the metal phase conductivity evaluated at the metal solidus temperature through Eq. A-30, and $\beta_m$ is a constant which is currently taken equal to 1.6. As discussed by Nazare et al.,\cite{31} this ratio is appropriate for metals such as iron that immediately below the solidus forms a crystalline structure in which each atom has eight nearest neighbors. When the corium temperature lies between the metal phase solidus and liquidus, the thermal conductivity is evaluated using the parallel conductance model proposed by Wiener\cite{97} assuming a linear relationship between corium temperature and liquid fraction within the freezing transition,

$$k_m = \frac{1}{\frac{1 - \phi_m}{k_{sol, m}} + \frac{\phi_m}{k_{sol, m}}}$$  \hspace{1cm} (A-33)

where the metal phase solid fraction is given by Eq. A-26.
Table A-5. Metal Phase Constituent Coefficients for Thermal Conductivity below the Solidus.

<table>
<thead>
<tr>
<th>Metal Phase Constituent</th>
<th>Definition of $T_R$</th>
<th>$C_0$</th>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$C_3$</th>
<th>$C_4$</th>
<th>$C_5$</th>
<th>$C_6$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stainless (Fe, Cr, Ni)</td>
<td>$\frac{1700 \cdot T}{T_{sol,m}}$</td>
<td>8.116</td>
<td>$1.618 \cdot 10^{-2}$</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>93</td>
</tr>
<tr>
<td>Zr</td>
<td>$\frac{2098 \cdot T}{T_{sol,m}}$</td>
<td>7.510</td>
<td>$2.090 \cdot 10^{-2}$</td>
<td>$-1.450 \cdot 10^{-5}$</td>
<td>$7.670 \cdot 10^{-9}$</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>94</td>
</tr>
<tr>
<td>U</td>
<td>$\frac{1405 \cdot T}{T_{sol,m}}$</td>
<td>21.64</td>
<td>$1.859 \cdot 10^{-2}$</td>
<td>$3.539 \cdot 10^{-6}$</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>94</td>
</tr>
<tr>
<td>B₄C</td>
<td>$\frac{2743 \cdot T}{T_{sol,m}}$</td>
<td>65.51</td>
<td>$-1.625 \cdot 10^{-1}$</td>
<td>$2.289 \cdot 10^{-4}$</td>
<td>$-1.786 \cdot 10^{-7}$</td>
<td>$7.892 \cdot 10^{-11}$</td>
<td>$1.833 \cdot 10^{-14}$</td>
<td>$1.736 \cdot 10^{-18}$</td>
<td>94</td>
</tr>
<tr>
<td>Si₁</td>
<td>$\frac{1685 \cdot T}{T_{sol,m}}$</td>
<td>269.25</td>
<td>$-5.432 \cdot 10^{-1}$</td>
<td>$4.084 \cdot 10^{-4}$</td>
<td>$-1.009 \cdot 10^{-7}$</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>118</td>
</tr>
</tbody>
</table>

\(^{1}\)Polynomial curve fit to the data in Reference [118].
Table A-6. Oxide Phase Constituent Coefficients for Thermal Conductivity Below the Solidus.

<table>
<thead>
<tr>
<th>Oxide Phase Const.</th>
<th>Definition of $T_R$</th>
<th>$C_0$</th>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$C_3$</th>
<th>$C_4$</th>
<th>$C_5$</th>
<th>$C_6$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>UO₂</td>
<td>$\frac{3120 \cdot T}{T_{sol, o}}$</td>
<td>14.04</td>
<td>-2.315\cdot 10^{-2}</td>
<td>2.076\cdot 10^{-5}</td>
<td>-9.661\cdot 10^{-9}</td>
<td>1.797\cdot 10^{-12}</td>
<td>1.101\cdot 10^{-16}</td>
<td>-5.381\cdot 10^{-20}</td>
<td>96¹</td>
</tr>
<tr>
<td>ZrO₂</td>
<td>$\frac{2973 \cdot T}{T_{sol, o}}$</td>
<td>0.835</td>
<td>1.810\cdot 10^{-4}</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>95</td>
</tr>
<tr>
<td>CaO</td>
<td>$\frac{2289 \cdot T}{T_{sol, o}}$</td>
<td>2.619\cdot 10^{-2}</td>
<td>2.209\cdot 10^{-1}</td>
<td>-1.108\cdot 10^{-3}</td>
<td>2.433\cdot 10^{-6}</td>
<td>-2.731\cdot 10^{-9}</td>
<td>1.534\cdot 10^{-12}</td>
<td>-3.442\cdot 10^{-16}</td>
<td>95</td>
</tr>
<tr>
<td>MgO</td>
<td>$\frac{3098 \cdot T}{T_{sol, o}}$</td>
<td>1.236\cdot 10^{-2}</td>
<td>-3.792\cdot 10^{-1}</td>
<td>5.394\cdot 10^{-4}</td>
<td>-4.150\cdot 10^{-7}</td>
<td>1.758\cdot 10^{-10}</td>
<td>3.806\cdot 10^{-14}</td>
<td>3.291\cdot 10^{-18}</td>
<td>95</td>
</tr>
<tr>
<td>SiO₂</td>
<td>$\frac{1996 \cdot T}{T_{sol, o}}$</td>
<td>22.56</td>
<td>-1.042\cdot 10^{-1}</td>
<td>2.278\cdot 10^{-4}</td>
<td>-2.354\cdot 10^{-7}</td>
<td>9.425\cdot 10^{-11}</td>
<td>-----</td>
<td>-----</td>
<td>95</td>
</tr>
<tr>
<td>Fe₃O₄</td>
<td>$\frac{1870 \cdot T}{T_{sol, o}}$</td>
<td>4.14</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>95</td>
</tr>
<tr>
<td>SiC¹</td>
<td>$\frac{3003 \cdot T}{T_{sol, o}}$</td>
<td>26.3</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>116</td>
</tr>
</tbody>
</table>

¹Polynomial curve fit to the exponential expression recommended by Brandt and Neuer.[⁹⁶]
²SiC is clearly not an oxide but rather a carbide. CORQUENCH4.1 currently does not have the capability to treat a separate carbide phase; thus, SiC is lumped in with the oxides in order to evaluate the thermophysical properties. The thermal conductivity is at 1773 K[¹¹⁶]
For the corium oxide phase below the oxide solidus, the effective thermal conductivity is also evaluated through a volume weighting of the individual constituent conductivities,

\[ k_v = \sum_{\text{oxides}} V_i k_i \]  

(A-34)

where, in this case:

\[ V_i = \frac{m_i}{\sum_{\text{oxides}} m_i} \]  

(A-35)

and \( k_i \) is given through Eq. A-29. Above the oxide liquidus, the effective thermal conductivity is currently assumed to equal the thermal conductivity at the oxide solidus, i.e.,

\[ k_{\text{liq,o}} = k_o(T_{\text{sol,o}}) \]  

(A-36)

where \( k_o(T_{\text{sol,o}}) \) is evaluated through Eq. A-34.

Given the thermal conductivities of the metal and oxide phases, the effective mixture conductivity is evaluated as the weighted geometric mean of the metal/oxide phase conductivities using the correlation of Lichteneker\textsuperscript{[98]} i.e.,

\[ k_{\text{eff}} = k_c^{V_c} k_d^{1-V_c} \]  

(A-37)

where \( V_c \) is the volume fraction of the continuous phase and is defined as:

\[ V_c = \begin{cases} V_m, & V_m \geq 0.5, \\ V_o, & V_m < 0.5 \end{cases} \]  

(A-38)

with the metal and oxide phase volume fractions \( V_m \) and \( V_o \) in the corium mixture defined in Eqs. A-24 and A-25.

The continuous and dispersed phase thermal conductivities in Eq. A-37 are similarly defined as:

\[ k_c = \begin{cases} k_m, & V_m \geq 0.5, \\ k_o, & V_m < 0.5 \end{cases} \]  

(A-39)

\[ k_d = \begin{cases} k_o, & V_m \geq 0.5, \\ k_m, & V_m < 0.5 \end{cases} \]  

(A-40)

A.1.4 Corium Viscosity Evaluation

Given the corium temperature and melt constituent masses, subroutine VISCF evaluates the bulk corium dynamic viscosity. In this subroutine, the corium is assumed to consist of distinct oxide and metal phases, each of which is characterized by a solidus and liquidus temperature. The solidus and liquidus temperatures are required to be distinct, and the solid fraction in each phase is assumed to vary linearly between the solidus and liquidus values. The oxide and metal liquid phase viscosities are evaluated using the Da Andrade formula\textsuperscript{[31]} at a melting temperature corresponding to the solidus for each phase. For the metal liquid phase, the viscosity is evaluated through the equation,
\[ \mu_m(T) = 6.12 \cdot 10^{-5} \frac{(T_{sol,m} \Delta_m)^{1/2}}{\nu_m^{3/2}} \exp \left( \frac{Q_m}{RT} - \frac{Q_m}{RT_{sol,m}} \right) \]  \hspace{1cm} (A-41) \\

where \( R \) is the ideal gas constant \([8.3143 \text{ J/(mol} \cdot \text{K})]\), \( \Delta_m \) is the gram-atomic weight of metal phase, i.e.,

\[ \Delta_m = \frac{10^3 \sum_{\text{metals}} X_i M_i}{\sum_{\text{metals}} X_i} \]  \hspace{1cm} (A-42) \\

and \( V_m \) is the molar volume of metal phase in \( \text{cm}^3 \); viz.,

\[ V_m = \frac{10^6 \sum_{\text{metals}} X_i M_i / \rho_i}{\sum_{\text{metals}} X_i} \]  \hspace{1cm} (A-43) \\

Finally:

\[ Q_m = 1.8033 \cdot T_{sol,m}^{1.348} \]  \hspace{1cm} (A-44)

Similarly, the oxide liquid phase viscosity is evaluated through the expression,

\[ \mu_o(T) = 6.12 \cdot 10^{-5} \frac{(T_{sol,o} \Delta_o)^{1/2}}{\nu_o^{3/2}} \exp \left( \frac{Q_o}{RT_{ev}} - \frac{Q_o}{RT_{sol,o}} \right) \]  \hspace{1cm} (A-45) \\

where:

\[ \Delta_o = \frac{10^3 \sum_{\text{oxides}} X_i M_i}{\sum_{\text{oxides}} X_i} \]  \hspace{1cm} (A-46) \\

\[ V_o = \frac{10^6 \sum_{\text{oxides}} X_i M_i / \rho_i}{\sum_{\text{oxides}} X_i} \]  \hspace{1cm} (A-47) \\

\[ Q_o = 1.8033 \cdot T_{sol,o}^{1.348} \]  \hspace{1cm} (A-48) \\

\[ T_{ev} = \begin{cases} T; & T \geq T_{sol,o} \\ T_{sol,o}; & T < T_{sol,o} \end{cases} \]  \hspace{1cm} (A-49)

When the oxide phase contains an appreciable amount of silica (\( SiO_2 \)), the viscosity is increased substantially by the formation of bonded chains of \( SiO_4 \) tetrahedra. In this case the viscosity of the liquid oxide phase is evaluated using the Shaw\(^{12} \) model,

\[ \mu_o(T) = \exp \left[ s(10^4 / T_{ev} - 1.5) - 6.40 \right] \]  \hspace{1cm} (A-50)

where:

\[ s = \frac{\left( \sum_i X_i Y_i(S_i)X_{SiO_2} \right) \sum_i X_i Y_i \left( \sum_i X_i + X_{SiO_2} \right)}{\sum_i X_i Y_i \left( \sum_i X_i + X_{SiO_2} \right)} \]  \hspace{1cm} (A-51) \\

and the factors \( Y_i \) and \( S_i \) are provided in Table A-7. In subroutine VISCF, the actual oxide liquid phase viscosity \( \mu_o(T) \) is set equal to the larger of the two viscosities predicted by the Da Andrade\(^{31} \) and Shaw\(^{32} \) viscosity models (i.e., Eqs. A-45 and A-50, respectively).

Given the above expressions for the temperature-dependent metal and oxide phase viscosities, then the effective liquid-solid mixture viscosity is evaluated using either the expressions proposed by Ishii and Zuber\(^{33} \) or Kunitz.\(^{34} \) Implementation of these models requires the specification of the liquid (continuous) and solid (dispersed) phase viscosities, as well as the

\(^{12}\)The Shaw viscosity model was implemented in CORCON MOD2. \(^{99} \)
total volume fraction of the liquid and solid phases in the corium. The methods for calculating the metal and oxide phase solid fractions $\phi_m$ and $\phi_o$ were described previously in Section A.1.2. The metal and oxide fractions in the solid phase are then given through the following expressions:

$$V_{sol,m} = \frac{(1-\phi_m)V_m}{V_{sol}}$$  \hspace{1cm} (A-52)

$$V_{sol,o} = \frac{(1-\phi_o)V_o}{V_{sol}}$$  \hspace{1cm} (A-53)

where, as a reminder, $V_m$ and $V_o$ are the metal and oxide volume fractions in the corium mixture (see Eqs. A-24 and A-25), and the total solids fraction $V_{sol}$ is given by Eq. A-23. Similarly, the metal and oxide fractions in the liquid phase are given through the expressions:

$$V_{liq,m} = \frac{\phi_m V_m}{1-V_{sol}},$$  \hspace{1cm} (A-54)

$$V_{liq,o} = \frac{\phi_o V_o}{1-V_{sol}},$$  \hspace{1cm} (A-55)

### Table A-7. Factors Employed in the Shaw Viscosity Methodology\textsuperscript{[32]} for the Oxide Mixtures Containing Silica.

<table>
<thead>
<tr>
<th>Constituent</th>
<th>$Y_i$</th>
<th>$S_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TiO$_2$</td>
<td>1.0</td>
<td>4.5</td>
</tr>
<tr>
<td>CaO</td>
<td>1.0</td>
<td>4.5</td>
</tr>
<tr>
<td>MgO</td>
<td>1.0</td>
<td>3.4</td>
</tr>
<tr>
<td>Al$_2$O$_3$</td>
<td>2.0</td>
<td>6.7</td>
</tr>
<tr>
<td>FeO</td>
<td>1.0</td>
<td>3.4</td>
</tr>
<tr>
<td>Fe$_2$O$_3$</td>
<td>2.0</td>
<td>3.4</td>
</tr>
<tr>
<td>Cr$_2$O$_3$</td>
<td>2.0</td>
<td>3.4</td>
</tr>
<tr>
<td>UO$_2$</td>
<td>1.0</td>
<td>4.5</td>
</tr>
<tr>
<td>ZrO$_2$</td>
<td>1.0</td>
<td>4.5</td>
</tr>
</tbody>
</table>

$^1Y_i$ and $S_i$ are set equal to zero for any constituents not shown in the table.

Given the above expressions, the continuous and dispersed phase viscosities are then calculated as,

$$\mu_c = V_{liq,m} \mu_m(T) + V_{liq,o} \mu_o(T),$$  \hspace{1cm} (A-56)

$$\mu_d = V_{sol,m} \mu_m(T_{sol,m}) + V_{sol,o} \mu_o(T_{sol,o}),$$  \hspace{1cm} (A-57)

where $\mu_m(T)$ and $\mu_m(T_{sol,m})$ are evaluated from Eq. A-41, $\mu_o(T_{sol,o})$ is evaluated from Eq. A-45, and $\mu_o(T)$ is evaluated from the larger of Eqs. A-45 and A-50. Given the viscosities of the continuous and dispersed phases, the effective liquid/solid mixture viscosity based on the Ishii-Zuber\textsuperscript{[33]} correlation is given as:

$$\mu = \mu_c \left(1 - \frac{V_{sol}}{V_{sol,max}}\right)^{-2.5 V_{sol,max} \left(\frac{\mu_d + 0.4 \mu_c}{\mu_d + \mu_c}\right)},$$  \hspace{1cm} (A-58)

where $V_{sol,max}$ is the maximum solid phase packing fraction which is a user-defined constant (See Section 3.0). Conversely, when the Kunitz correlation has been selected, the effective viscosity is calculated from:\textsuperscript{[34]}
A.1.5 Corium Emissivity Evaluation

Given the corium composition, subroutine EMISF evaluates the effective radiative emissivity based on a volumetric weighting of the emissivities for the metal and oxide phases. Currently, the emissivities of the metal and oxide phases are treated as constants using the following representative values for iron\textsuperscript{[93]} and UO\textsubscript{2},\textsuperscript{[86]} respectively:

\[
\epsilon_m = 0.30, \quad (A-60) \\
\epsilon_o = 0.83. \quad (A-61)
\]

The effective metal/oxide mixture emissivity is thus evaluated through the equation,

\[
\epsilon = V_m \epsilon_m + V_o \epsilon_o, \quad (A-62)
\]

where \(V_m\) and \(V_o\) are defined in Eqs. A-24 and A-25, respectively.

A.1.6 Corium Surface Tension Evaluation

Given the corium composition, subroutine TEN evaluates the effective corium surface tension based on a volumetric weighting of the surface tensions for the metal and oxide phases. Currently, the surface tensions of the metal and oxide phases are treated as constants using the representative values suggested by Kao and Kazimi:\textsuperscript{[100]}

\[
\sigma_m = 1.73, \quad (A-63) \\
\sigma_o = 0.52. \quad (A-64)
\]

The effective metal/oxide mixture surface tension is thus evaluated through the equation,

\[
\sigma = \sigma_m V_m + \sigma_o V_o, \quad (A-65)
\]

where \(V_m\) and \(V_o\) are defined in Eqs. A-24 and A-25, respectively.

A.1.7 Corium Density Evaluation

Given the corium constituency, subroutine DENR evaluates the material density based on a volumetric weighting of the densities for the individual corium constituents. The assumed liquid and solid phase densities for the various corium constituents currently modeled in the code are shown in Table A-8. In particular, the average density of the metal/oxide mixture is calculated through the expression:

\[
\rho = \frac{1}{\sum_i X_i / \rho_i} \quad (A-66)
\]

where \(X_i\) is the mass fraction of the i-th constituent and \(\rho_i\) is the constituent density.
A.1.8 Corium Mechanical Properties Evaluation

Given the corium crust composition, the mechanical properties (i.e., linear expansion coefficient, tensile strength, and elastic modulus) are calculated using a volumetric weighting method. In particular, if $P_i$ is defined as a mechanical property for the $i^{th}$ corium constituent, then the mechanical property $\bar{P}$ for the mixture is calculated as:

$$\bar{P} = \sum_{i=1}^{n} V_i P_i$$  \hspace{1cm} \text{(A-67)}

where $V_i$ is the volume fraction of the $i^{th}$ corium constituent. The linear expansion coefficient, tensile strength, and elastic modulus database$^{[101-106,116]}$ for the various constituents used to calculate the crust mechanical properties from the above equation are summarized in Table A-9.

**Table A-8. Assumed Liquid and Solid Phase Densities for the Various Corium Constituents Modeled by CORQUENCH4.1.**

<table>
<thead>
<tr>
<th>Index</th>
<th>Constituent</th>
<th>Solid Density (kg/m³)</th>
<th>Reference</th>
<th>Liquid Density (kg/m³)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Ca(OH)$_2$</td>
<td>2240</td>
<td>87</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>2</td>
<td>CaCO$_3$</td>
<td>2710</td>
<td>87</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>3</td>
<td>MgCa (CO$_3$)$_2$</td>
<td>2872</td>
<td>87</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>4</td>
<td>H$_2$O(l)</td>
<td>----</td>
<td></td>
<td>997</td>
<td>87</td>
</tr>
<tr>
<td>5</td>
<td>H$_2$O(v)</td>
<td>----</td>
<td></td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>6</td>
<td>K$_2$O(s)</td>
<td>2320</td>
<td>87</td>
<td>2320</td>
<td>footnote 1</td>
</tr>
<tr>
<td>7</td>
<td>K$_2$O(v)</td>
<td>----</td>
<td></td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>8</td>
<td>Na$_2$O</td>
<td>2270</td>
<td>87</td>
<td>2270</td>
<td>footnote 1</td>
</tr>
<tr>
<td>9</td>
<td>TiO$_2$</td>
<td>4260</td>
<td>87</td>
<td>4021</td>
<td>103</td>
</tr>
<tr>
<td>10</td>
<td>SiO$_2$</td>
<td>2200</td>
<td>87</td>
<td>2130</td>
<td>103</td>
</tr>
<tr>
<td>11</td>
<td>CaO</td>
<td>3250</td>
<td>87</td>
<td>2879</td>
<td>103</td>
</tr>
<tr>
<td>12</td>
<td>MgO</td>
<td>3580</td>
<td>87</td>
<td>3144</td>
<td>103</td>
</tr>
<tr>
<td>13</td>
<td>Al$_2$O$_3$</td>
<td>3965</td>
<td>87</td>
<td>3741</td>
<td>103</td>
</tr>
<tr>
<td>14</td>
<td>FeO</td>
<td>5700</td>
<td>87</td>
<td>5329</td>
<td>103</td>
</tr>
<tr>
<td>15</td>
<td>Fe$_3$O$_3$</td>
<td>5240</td>
<td>87</td>
<td>4950</td>
<td>103</td>
</tr>
<tr>
<td>16</td>
<td>Fe$_3$O$_4$</td>
<td>5180</td>
<td>87</td>
<td>4725</td>
<td>103</td>
</tr>
<tr>
<td>17</td>
<td>Fe</td>
<td>7867</td>
<td>101</td>
<td>7010</td>
<td>102</td>
</tr>
<tr>
<td>18</td>
<td>Cr</td>
<td>7190</td>
<td>101</td>
<td>6280</td>
<td>101</td>
</tr>
<tr>
<td>19</td>
<td>Ni</td>
<td>8908</td>
<td>101</td>
<td>7770</td>
<td>102</td>
</tr>
<tr>
<td>20</td>
<td>Zr</td>
<td>6500</td>
<td>101</td>
<td>6060</td>
<td>102</td>
</tr>
<tr>
<td>21</td>
<td>ZrO$_2$</td>
<td>5991</td>
<td>84</td>
<td>5800</td>
<td>103</td>
</tr>
<tr>
<td>22</td>
<td>B$_2$O$_3$</td>
<td>1812</td>
<td>87</td>
<td>1812</td>
<td>footnote 1</td>
</tr>
<tr>
<td>23</td>
<td>U</td>
<td>19000</td>
<td>87</td>
<td>17905</td>
<td>103</td>
</tr>
<tr>
<td>24</td>
<td>B$_4$C</td>
<td>2520</td>
<td>87</td>
<td>2396</td>
<td>104</td>
</tr>
<tr>
<td>25</td>
<td>Si</td>
<td>2330</td>
<td>87</td>
<td>2570</td>
<td>104</td>
</tr>
<tr>
<td>26</td>
<td>SiC</td>
<td>3080</td>
<td>116</td>
<td>3080</td>
<td>116</td>
</tr>
<tr>
<td>27</td>
<td>Cr$_2$O$_3$</td>
<td>5210</td>
<td>87</td>
<td>4942</td>
<td>103</td>
</tr>
<tr>
<td>28</td>
<td>NiO</td>
<td>6670</td>
<td>87</td>
<td>6043</td>
<td>103</td>
</tr>
<tr>
<td>29</td>
<td>UO$_2$</td>
<td>10970</td>
<td>86</td>
<td>8739</td>
<td>86</td>
</tr>
</tbody>
</table>

$^1$Data not available; liquid phase density assumed equal to solid phase density.

<table>
<thead>
<tr>
<th>Corium Constituent</th>
<th>Elastic Modulus (GPa)</th>
<th>Tensile Strength (MPa)</th>
<th>Linear Expansion Coefficient ( \times 10^6 \text{ m/m-K} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>UO₂</td>
<td>190</td>
<td>117</td>
<td>9.5</td>
</tr>
<tr>
<td>ZrO₂</td>
<td>250</td>
<td>80</td>
<td>7.5</td>
</tr>
<tr>
<td>Cr₂O₃</td>
<td>200 (^{b})</td>
<td>70 (^{a})</td>
<td>5.4</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>306</td>
<td>100 (^{b})</td>
<td>12.5</td>
</tr>
<tr>
<td>SiO₂</td>
<td>72</td>
<td>50</td>
<td>0.9 (^{d})</td>
</tr>
<tr>
<td>CaO</td>
<td>175 (^{c})</td>
<td>77</td>
<td>12.6</td>
</tr>
<tr>
<td>MgO</td>
<td>308</td>
<td>129</td>
<td>11.6</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>470</td>
<td>270</td>
<td>7.0</td>
</tr>
<tr>
<td>SiC</td>
<td>380</td>
<td>113</td>
<td>2.5</td>
</tr>
<tr>
<td>Zircaloy-2</td>
<td>95</td>
<td>300</td>
<td>6.5</td>
</tr>
<tr>
<td>Stainless Steel</td>
<td>193</td>
<td>340</td>
<td>17.2</td>
</tr>
</tbody>
</table>

\(^{a}\)Tensile strength data not found, value shown is average of bend strength data. \(^{b}\)No data found, value is assumed. \(^{c}\)Only bulk modulus data found, elastic modulus evaluated as 1.5 times bulk modulus (same ratio as for UO₂). \(^{d}\)For quartz, which is consistent with the assumption of slow freezing. For fused SiO₂, the coefficients are 30.4·10⁻⁶ K⁻¹ and 16.9·10⁻⁶ K⁻¹ along two crystalline plains.

The author acknowledges that the volume-weighting approach for evaluating the crust mechanical properties is at best first order. However, at this point it is not intuitively obvious what scheme should be utilized for evaluating these properties, particularly since the phase structure of the crust material is not known. Thus, the volume-weighting method has been adopted until a better methodology can be identified.

A.2 Concrete Property Evaluation

The property subroutines in CORQUENCH4.1 that evaluate the enthalpy-temperature relationship for concrete implicitly account for the decomposition enthalpies associated with the generation of noncondensable gases. The concrete decomposition reactions that are currently modeled were summarized in Table A-3. The chemical composition of concrete is normally given in terms of stable binary metal oxides which reflect the actual elemental composition of the concrete. However, as shown in Table A-3, the actual mineral composition is required to mechanistically calculate the release of \( H₂O \) and \( CO₂ \) gases. The user-specified concrete composition in terms of the stable binary oxides is converted to the corresponding mineral composition in the initialization subroutine CPROPI. This method is described below.

Water is assumed to be present in concrete in two forms: i) free water, and ii) bound water, principally in the form of calcium hydroxide, \( Ca(OH)_2 \). Bound water is assumed to be present at a level of 2 wt%, which is based on an equation developed by Harmathy.[^107] The balance of the \( H₂O \) is assumed to be in the form of condensed phase free water. Carbon dioxide is assumed to be present as dolomite, \( MgCa(CO₃)_2 \), and calcium carbonate, \( CaCO₃ \). Dolomite is taken to be the principal carbonate form; the mole % of this constituent in the concrete is set equal to the minimum of the \( MgO \) and \( CaO \) mole percents after accounting for the \( CaO \) that has been allotted to \( Ca(OH)_2 \). If any \( CO₂ \) remains after the formation of dolomite, it is assumed to be present in the form of calcium carbonate. The mineral compositions of the three default concrete types that users can
currently select from as part of the code input are shown in Tables A-10 and A-11, while the corresponding breakdowns in terms of simple oxides are provided in Table A-12. Solidus and liquidus temperatures for these three concretes are shown in Table A-4.

<table>
<thead>
<tr>
<th>Table A-10. Mineral Composition of Default Concretes.</th>
<th>Mole % Constituent in Concrete</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Limestone/Common Sand</td>
</tr>
<tr>
<td>Ca(OH)$_2$</td>
<td>8.85</td>
</tr>
<tr>
<td>CaCO$_3$</td>
<td>0.72</td>
</tr>
<tr>
<td>MgCa(CO$_3$)$_2$</td>
<td>19.38</td>
</tr>
<tr>
<td>H$_2$O(l)</td>
<td>9.29</td>
</tr>
<tr>
<td>H$_2$O(v)</td>
<td>9.29</td>
</tr>
<tr>
<td>K$_2$O(s)</td>
<td>0.51</td>
</tr>
<tr>
<td>Na$_2$O</td>
<td>1.41</td>
</tr>
<tr>
<td>TiO$_2$</td>
<td>0.14</td>
</tr>
<tr>
<td>SiO$_2$</td>
<td>38.21</td>
</tr>
<tr>
<td>CaO</td>
<td>8.57</td>
</tr>
<tr>
<td>MgO</td>
<td>0.00</td>
</tr>
<tr>
<td>Al$_2$O$_3$</td>
<td>2.81</td>
</tr>
<tr>
<td>Fe$_2$O$_3$</td>
<td>0.80</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table A-11. The Breakdown of CaO, MgO, H$_2$O, and CO$_2$ into Dolomite, Calcium Carbonate, Calcium Hydroxide, and Free Water for Default Concretes.</th>
<th>Weight % Constituent in Concrete:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Limestone/Common Sand</td>
</tr>
<tr>
<td>H$_2$O</td>
<td>4.29</td>
</tr>
<tr>
<td>Ca(OH)$_2$</td>
<td>8.40</td>
</tr>
<tr>
<td>CaCO$_3$</td>
<td>0.93</td>
</tr>
<tr>
<td>MgCa(CO$_3$)$_2$</td>
<td>45.79</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table A-12. Default Concrete Breakdowns in Terms of Simple Oxides.</th>
<th>Limestone-Common Sand</th>
<th>Siliceous</th>
<th>Limestone-Limestone</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Weight %</td>
<td>Mole %</td>
<td>Weight %</td>
</tr>
<tr>
<td>SiO$_2$</td>
<td>28.8</td>
<td>22.8</td>
<td>69.7</td>
</tr>
<tr>
<td>CaO</td>
<td>26.4</td>
<td>22.4</td>
<td>13.7</td>
</tr>
<tr>
<td>Al$_2$O$_3$</td>
<td>3.6</td>
<td>1.7</td>
<td>4.0</td>
</tr>
<tr>
<td>K$_2$O</td>
<td>0.6</td>
<td>0.3</td>
<td>1.4</td>
</tr>
<tr>
<td>Fe$_2$O$_3$</td>
<td>1.6</td>
<td>0.5</td>
<td>1.0</td>
</tr>
<tr>
<td>TiO$_2$</td>
<td>0.1</td>
<td>0.1</td>
<td>0.8</td>
</tr>
<tr>
<td>MgO</td>
<td>9.8</td>
<td>11.6</td>
<td>0.7</td>
</tr>
<tr>
<td>Na$_2$O</td>
<td>1.1</td>
<td>0.8</td>
<td>0.7</td>
</tr>
<tr>
<td>H$_2$O</td>
<td>6.2</td>
<td>16.4</td>
<td>6.91</td>
</tr>
<tr>
<td>CO$_2$</td>
<td>21.8</td>
<td>23.4</td>
<td>1.00</td>
</tr>
</tbody>
</table>
A.2.1 Concrete Enthalpy-Temperature Evaluation

Given the initial concrete temperature and user-specified liquidus, solidus, and ablation temperatures, subroutine CPROPI evaluates the enthalpy-temperature relationship for the concrete, and thereby the ablation enthalpy. This is accomplished by constructing the enthalpy-temperature relationship by accounting for the decomposition reactions that are shown in Table A-3. Each decomposition reaction is assumed to be characterized by distinct, user specified, "solidus" and "liquidus" temperatures (i.e., the temperatures at the inception and completion of the decomposition reaction, respectively). In addition to these principal decomposition processes, the decomposition temperatures for \( \text{K}_2\text{O} \) and \( \text{Fe}_2\text{O}_3 \) (see Table A-2) are assumed to correspond to the \( \text{CaCO}_3 \) decomposition and concrete ablation solidus/liquidus temperatures, respectively. The effective molar enthalpy for a given decomposition process is assumed to vary linearly between the reactant and product enthalpies evaluated at the decomposition inception and completion temperatures, respectively. For example, the effective reactant/product molar enthalpy within the \( \text{CaCO}_3 \) decomposition temperature range is expressed as:

\[
e_{\text{CaCO}_3} = Y_{\text{CaCO}_3} \ e_{\text{sol, CaCO}_3}(T) + Z_{\text{CaCO}_3} \ e_{\text{sol, CaO}}(T), \tag{A-68}
\]

where:

\[
Y_{\text{CaCO}_3} = \begin{cases} 
1; & e_{\text{max}} \leq e(T_{\text{in, CaCO}_3}), \\
\frac{e(T_{\text{CP, CaCO}_3}) - e_{\text{max}}}{e(T_{\text{CP, CaCO}_3}) - e(T_{\text{in, CaCO}_3})}; & e(T_{\text{in, CaCO}_3}) < e_{\text{max}} < e(T_{\text{CP, CaCO}_3}), \\
0; & e_{\text{max}} \geq e(T_{\text{CP, CaCO}_3}), 
\end{cases} \tag{A-69}
\]

\[
Z_{\text{CaCO}_3} = 1 - Y_{\text{CaCO}_3} \tag{A-70}
\]

\( T_{\text{in, CaCO}_3} \) = temperature at the inception of \( \text{CaCO}_3 \) decomposition,
\( T_{\text{CP, CaCO}_3} \) = temperature at completion of \( \text{CaCO}_3 \) decomposition,
\( e(T_{\text{in, CaCO}_3}) \) = concrete specific enthalpy at the inception of \( \text{CaCO}_3 \) decomposition,
\( e(T_{\text{CP, CaCO}_3}) \) = concrete specific enthalpy at completion of \( \text{CaCO}_3 \) decomposition,
\( e_{\text{max}} \) = maximum specific enthalpy obtained by the concrete,

and the \( \text{CaCO}_3 \) and \( \text{CaO} \) solid phase molar specific enthalpies, \( e_{\text{sol, CaCO}_3} \) and \( e_{\text{sol, CaO}} \), are evaluated from Eq. A-1. The evaluation of the concrete specific enthalpy at inception and completion of the calcium carbonate decomposition process [i.e., \( e(T_{\text{in, CaCO}_3}) \) and \( e(T_{\text{CP, CaCO}_3}) \), respectively] is described below. Note that similar expressions apply to the decomposition of \( \text{Ca(OH)}_2 \), \( \text{H}_2\text{O} \), and \( \text{K}_2\text{O} \). For dolomite, the reactant/product molar enthalpy within the decomposition temperature range is written as:

\[
e_{\text{CaMg(CO}_3)_2} = Y_{\text{CaMg(CO}_3)_2} \ e_{\text{sol, CaMg(CO}_3)_2} + Z_{\text{CaMg(CO}_3)_2} \left( e_{\text{sol, CaO}} + e_{\text{sol, MgO}} \right) \tag{A-71}
\]

where \( Y_{\text{CaMg(CO}_3)_2} \) and \( Z_{\text{CaMg(CO}_3)_2} \) are defined in the same manner as \( Y_{\text{CaCO}_3} \) and \( Z_{\text{CaCO}_3} \) (see Eqs. A-69 and A-70). With the above expressions, the coefficients of the general concrete enthalpy-temperature relationship, Eq. A-7, can be written as:

\[
A = \frac{1}{M} \sum_{i} \bar{x}_i \ a_i, \tag{A-72}
\]
Given the above set of equations, the concrete specific enthalpy-temperature relationship is completely determined once the specific enthalpies at inception and completion of the various concrete decomposition processes are specified in Eq. A-69. The concrete decomposition enthalpies are initialized in subroutine CPROPI. For example, the concrete specific enthalpy at inception of free water release, \( e(T_{in,H_2O}) \), is found by setting \( T = T_{in,H_2O} \) in Eq. A-7; the coefficients \( A, B, \) and \( C \) are evaluated from Eqs. A-72 through A-76 by setting \( \bar{M} = 1 \) for all decomposition reactions. Similarly, the specific enthalpy at completion of free water release is found by setting \( T = T_{CP,H_2O} \) in Eq. A-7; the enthalpy coefficients are evaluated from Eqs. A-72 through A-76 by setting \( Y_l = 1 \) for all decomposition reactions.

With this background, the concrete decomposition (or ablation) enthalpy can then be determined given the user-specified ablation temperature by interpolating from the enthalpy-temperature relationship established with this method. The actual value of the ablation enthalpy depends upon the particular concrete ablation model that is used in the analysis. For instance, in cases in which the quasi-steady concrete ablation model is employed (NABBL = 0; see Section 2.3.1), the decomposition enthalpy is set equal to the concrete specific enthalpy evaluated at the ablation temperature; i.e.,

\[
e_{dc} = e(T_{sol}) + \left( \frac{e(T_{liq}) - e(T_{sol})}{T_{liq} - T_{sol}} \right) (T_{dc} - T_{sol})
\]  

(A-77)

where \( T_{sol}, T_{liq}, \) and \( T_{dc} \) denote the concrete solidus, liquidus, and decomposition temperatures, and the assumption has clearly been made that \( T_{sol} \leq T_{dc} \leq T_{liq} \).

Conversely, when one of the concrete dryout models is used (NABBL > 0; see Sections 2.3.2 and 2.3.3), the ablation enthalpy is set equal to the concrete latent heat of fusion, which is calculated as the difference between the concrete specific enthalpy at the ablation temperature minus the enthalpy at the concrete solidus temperature; i.e.,
\[ \Delta c_e = e(T_{de}) - e(T_{sol}) \]  

(A-78)

In this case, the concrete specific heat that is also required for evaluation of the dryout models is set equal to the average value during the heatup from the initial concrete temperature to the concrete solidus, viz.,

\[ c_{con} = \frac{e(T_{sol}) - e(T_o)}{T_{sol} - T_o} \]  

(A-79)

where \( T_o \) is the initial concrete temperature.

**A.2.2 Concrete Density Evaluation**

Given the initial mineral composition of the concrete, subroutine DENSC evaluates the initial concrete density based on a molar average, i.e.,

\[ \rho_o = \frac{\sum \chi_i M_i}{\sum \chi_i M_i / \rho_i} \]  

(A-80)

In addition, the concrete slag density is calculated using the above equation in subroutine CPROPI but with the liquid-phase constituent densities used, along with \( Y_i = 0 \) in Eq. A-76; i.e.,

\[ \rho_{slag} = \frac{\sum \chi_i M_i}{\sum \chi_i M_i / \rho_{i,l}} \]  

(A-81)

**A.2.3 Concrete Thermal Conductivity Evaluation**

Given the concrete temperature and composition, subroutine CONDC evaluates the concrete thermal conductivity. For the default limestone/common sand and siliceous concretes (see Tables A-10 and A-12), as well as user-specified concrete compositions, the thermal conductivity is evaluated through the following polynomial curve fit to the basalt concrete data of Baker \textit{et al.}\[108\] over the temperature range of \( 373 \leq T \leq 1073 \) K,

\[ k = -21.79 + 2.102 \cdot 10^{-1} T - 7.243 \cdot 10^{-4} T^2 + 1.245 \cdot 10^{-6} T^3 \]

\[ -1.139 \cdot 10^{-9} T^4 + 5.299 \cdot 10^{-13} T^5 - 9.871 \cdot 10^{-1} T^6 \]  

(A-82)

For default limestone/limestone concrete (see A-10 and A-12), the thermal conductivity is evaluated through the following polynomial curve fit to the limestone concrete data of Baker \textit{et al.}\[108\] over the temperature range of \( 373 \leq T \leq 1073 \) K,

\[ k = -76.32 + 7.925 \cdot 10^{-1} T - 3.115 \cdot 10^{-3} T^2 + 6.199 \cdot 10^{-6} T^3 + 6.668 \cdot 10^{-9} T^4 \]

\[ + 3.701 \cdot 10^{-12} T^5 - 8.325 \cdot 10^{-1} T^6. \]  

(A-83)

\[ ^{13}\text{For brevity, only four significant figures are shown in Eqs. A-82 and A-83. The equations are actually coded with 10 significant figures. Use of these equations as written can result in up to the 58 % error; see subroutine CONDC for the full forms of these correlations.} \]
A.2.4 Concrete Emissivity Evaluation

Given the concrete temperature and composition, subroutine EMISC is set up to evaluate the concrete radiative emissivity. However, the emissivity is currently assumed constant at 0.83.

A.3 Water Property Evaluation

Subroutine CONWAT evaluates the water coolant properties along the coolant saturation line. The properties are evaluated using polynomial curve fits to tabulated data found in several on-line sources.[109-112] Given the system absolute pressure, the saturation temperature is evaluated from[112]
\[ T_{sat} [K] = \frac{5132.0}{13.766 - \log(P_{bar})} \]  

(A-84)

Given the saturation temperature (defined below as \( T \) for brevity), the thermal conductivity, density, specific heat, dynamic viscosity, specific enthalpy, and surface tension are respectively evaluated from the the following quadratic curve fits to data provided in References [109-111]:
\[ k = -0.5841 + 6.9066 \times 10^{-3} T - 1.0916 \times 10^{-5} T^2 + 4.000 \times 10^{-9} T^3 \]  

(A-85)
\[ \rho = 689.7904 + 2.6667 T - 6.5756 \times 10^{-3} T^2 + 3.6400 \times 10^{-6} T^3 \]  

(A-86)
\[ C_p = 4481.727 - 1.4345 T + 6.6160 \times 10^{-4} T^2 + 2.9333 \times 10^{-6} T^3 \]  

(A-87)
\[ \mu = 10^{-6}(30032.04 - 216.82 T + 0.52811 T^2 - 4.3093 \times 10^{-4} T^3) \]  

(A-88)
\[ e = 10^3(-1274.5669 + 5.4424T - 3.9744 \times 10^{-3} T^2 + 4.1733 \times 10^{-6} T^3) \]  

(A-89)
\[ \sigma = 10^{-3}(82.0450 + 0.12617T - 6.5932 \times 10^{-4} T^2 + 4.1333 \times 10^{-7} T^3) \]  

(A-90)

where, as a reminder, all units are SI. The water latent heat of vaporization is then calculated by taking the difference between the vapor (see Eq. A-104) and liquid (Eq. A-89) phase specific enthalpies.

A.4 Gas Properties Evaluation

Given the gas temperature and system pressure, the water vapor and CO\(_2\) gas properties are evaluated in subroutines CONH20 and CONCO2, respectively, while the properties of the oxidation byproduct gases \( \text{H}_2 \) and \( \text{CO} \) are evaluated in subroutines CONH2 and CONCO, respectively. For all gases except steam, the density is evaluated using the ideal gas law,
\[ \rho = \frac{PM}{RT} \]  

(A-91)

where, as a reminder, \( M \) is the molecular weight of the gas, \( P \) is system pressure, and \( R \) is the ideal gas constant.

Simple curve fits to the data in Reference [113] are currently employed to estimate the properties of all gases except steam that are needed for the analysis. For \( \text{CO}_2 \) gas, the expressions for the thermal conductivity, specific heat, and viscosity in the range \( 300 \leq T \leq 2000 \) K are of the form,
For carbon monoxide in the range 300 < T < 600 K,
\[
k = 1.657 \cdot 10^{-2} + 8.832 \cdot 10^{-5} (T - 300), \quad (A-92)
\]
\[
C_P = 1326.5, \quad (A-93)
\]
\[
\mu = 1.496 \cdot 10^{-5} + 3.957 \cdot 10^{-8} (T - 300), \quad (A-94)
\]

For hydrogen in the range 300 < T < 1333 K,
\[
k = 2.525 \cdot 10^{-2} + 6.4033 \cdot 10^{-5} (T - 300), \quad (A-95)
\]
\[
C_P = 1048.4, \quad (A-96)
\]
\[
\mu = 1.7483 \cdot 10^{-5} + 3.919 \cdot 10^{-8} (T - 300), \quad (A-97)
\]

Finally the water vapor thermal conductivity, density, specific heat, specific enthalpy, and viscosity are evaluated along the saturation line for 300 ≤ T ≤ 443 K from quadratic curve fits to data provided in References [114-115]:
\[
k = 10^{-3}(-35.6212 + 0.403494 T - 1.094794 \cdot 10^{-3} T^2 + 1.199994 \cdot 10^{-6} T^3) \quad (A-101)
\]
\[
\rho = -56.33799 + 0.53218 T - 1.68066 \cdot 10^{-3} T^2 + 1.77744 \cdot 10^{-6} T^3 \quad (A-102)
\]
\[
C_P = -817.0310 + 27.598 T - 9.6764 \cdot 10^{-2} T^2 + 1.1600 \cdot 10^{-4} T^3 \quad (A-103)
\]
\[
e = 10^3(2313.321 - 1.3080 T + 1.0590 \cdot 10^{-2} T^2 - 1.2000 \cdot 10^{-5} T^3) \quad (A-104)
\]
\[
\mu = 10^{-6}(-0.36792 + 1.62815 \cdot 10^{-2} T + 7.70341 \cdot 10^{-5} T^2 - 8.39984 \cdot 10^{-8} T^3) \quad (A-105)
\]

where in the above \( T \) denotes the saturation temperature that is evaluated from Eq. A-84.
APPENDIX B: BACKGROUND MODELING MATERIAL

This appendix documents various equation sets and solution methodologies that are too cumbersome for presentation in the main body of the report.

B.1 Solution Method for Case 1) Anchored Impervious Crust Boundary Condition

This section summarizes the method used to solve the system of equations for the Case 1) anchored impervious crust boundary condition described in Section 2.5.6.1. The equation for the lower surface temperature of the bridge crust was derived as:

$$ T_c = \frac{1}{C_{\alpha} + C_{\beta}} \left( C_{\alpha} T_m + C_{\beta} T_{sat} + \frac{\dot{Q}_{t,c} \delta_t}{2} \left( 1 + \frac{C_{\beta}}{h_{wat}} \right) \right) $$  \hspace{1cm} (B-1)

where:

$$ C_{\alpha} = \frac{h_{r} h_{l}}{h_{r} + h_{l}} $$  \hspace{1cm} (B-2)

$$ C_{\beta} = \frac{k_{t,c} h_{wat}}{\delta_t h_{wat} + k_{t,c}} $$  \hspace{1cm} (B-3)

Equation B-1 is non-linear and requires an iterative solution. This is accomplished using the Newton-Raphson technique. In particular, Eq. B-1 is re-written in the following form:

$$ f = T_c - \frac{1}{C_{\alpha} + C_{\beta}} \left( C_{\alpha} T_m + C_{\beta} T_{sat} + \frac{\dot{Q}_{t,c} \delta_t}{2} \left( 1 + \frac{C_{\beta}}{h_{wat}} \right) \right) $$  \hspace{1cm} (B-4)

with convergence obtained when $f \to 0$, and:

$$ \frac{df}{dT_c} = 1 + \frac{1}{(C_{\alpha} + C_{\beta})^2} \left[ (T_m - T_{sat}) \left( C_{\alpha} \frac{dC_{\beta}}{dT_c} + C_{\beta} \frac{dC_{\alpha}}{dT_c} \right) + \right. $$

$$ \left. \frac{\dot{Q}_{t,c} \delta_t}{2} \left[ \left( 1 + \frac{C_{\beta}}{h_{wat}} \right) \left( \frac{dC_{\alpha}}{dT_c} + \frac{dC_{\beta}}{dT_c} \right) - \right. \left. \left( C_{\alpha} + C_{\beta} \left( \frac{1}{h_{wat}} \frac{dC_{\beta}}{dT_c} - \frac{C_{\beta}}{h_{wat}^2} \frac{dh_{wat}}{dT_c} \right) \right) \right] \right] $$

(B-5)

with:

$$ \frac{dC_{\alpha}}{dT_c} = \frac{C_{\alpha}^2}{h_{r}^2} \frac{dh_{r}}{dT_c} $$  \hspace{1cm} (B-6)

$$ \frac{dC_{\beta}}{dT_c} = \frac{C_{\beta}^2}{h_{wat}^2} \frac{dh_{wat}}{dT_c} $$  \hspace{1cm} (B-7)
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Given these expressions, iteration is performed in which the value of $T_c$ is updated through the following expression until a convergence criterion is met:

$$T_{c}^{n+1} = T_{c}^{n} - \frac{f}{df/dT_{c}}$$  \hspace{1cm} (B-8)

With the solution for $T_c$ determined then the other boundary temperatures can be calculated from Eqs. 2-198 through 2-200 in a straightforward manner. The derivative functions in Eqs. B-5 through B-7 can be further broken down into primitive variables; e.g.,

$$\frac{dh_{\text{wat}}}{dT_{c}} = \frac{dh_{\text{wat}}}{dT_{L}} \frac{dT_{L}}{dT_{C}} dT_{C}$$  \hspace{1cm} (B-9)

where $dh_{\text{wat}}/dT_{L}$ is calculated from Eq. 2-130, 2-156, or 2-160 depending upon the particular mode of boiling heat transfer at the crust upper surface at the given time, and:

$$\frac{dT_{L}}{dT_{C}} = \frac{k_{i,c}}{\delta_{i} + h_{\text{wat}} + \frac{dh_{\text{wat}}}{dT_{L}} (T_{L} - T_{\text{sat}})}$$  \hspace{1cm} (B-10)

The derivative involving the radiation heat transfer coefficient in Eq. B-6 is broken down as:

$$\frac{dh_{r}}{dT_{C}} = \frac{\partial h_{r}}{\partial T_{C}} + \frac{\partial h_{r}}{\partial T_{L}} \frac{\partial T_{L}}{\partial T_{C}}$$  \hspace{1cm} (B-11)

with:

$$\frac{\partial h_{r}}{\partial T_{C}} = \Omega_{r} \left\{ 2T_{C}(T_{L} + T_{C}) + T_{L}^{2} + T_{C}^{2} \right\}$$  \hspace{1cm} (B-12)

$$\frac{\partial h_{r}}{\partial T_{L}} = \Omega_{r} \left\{ 2T_{L}(T_{L} + T_{C}) + T_{L}^{2} + T_{C}^{2} \right\}$$  \hspace{1cm} (B-13)

and:

$$\Omega_{r} = \frac{\sigma_{\text{surf}} F_{\text{view}}}{1/\varepsilon_{m} + 1/\varepsilon_{i,c} - 1}$$  \hspace{1cm} (B-14)

This is a complicated set of equations, and so it is worthwhile to outline the solution methodology in more detail. For the given iterated value of $T_{C}^{n}$ from Eq. B-8, the melt surface temperature $T_{L}$ is first solved from the energy balance given as Eq. 2-198. This equation can be rewritten as:

$$h_{r}(T_{m} - T_{L}) = \Omega_{r} (T_{L}^{4} - T_{C}^{4})$$  \hspace{1cm} (B-15)

This expression can be further rearranged and written in dimensionless form as:

$$\hat{T}_{L}^{4} + \xi \hat{T}_{L} = 1$$  \hspace{1cm} (B-16)

where:
\[
\hat{T}_L = T_L / T_o 
\]  \(\text{(B-17)}\)

\[
T_o = \left( \frac{h_i T_m}{\Omega_r} + T_c^4 \right)^{1/4} 
\]  \(\text{(B-18)}\)

\[
\xi = \frac{h_i}{\Omega_r T_o^3} 
\]  \(\text{(B-19)}\)

The quartic equation given by Eq. B-16 has the following closed form solution:

\[
\hat{T}_L = \frac{1}{2} \left\{ \sqrt[3]{2\sqrt{\phi^2 + 4} - \sqrt{\phi}} \right\} 
\]  \(\text{(B-20)}\)

where:

\[
\phi = \left( \left[ \frac{\xi^4}{4} + \left( \frac{4}{3} \right)^3 \right] + \frac{\xi^2}{2} \right)^{1/3} - \left( \left[ \frac{\xi^4}{4} + \left( \frac{4}{3} \right)^3 \right] - \frac{\xi^2}{2} \right)^{1/3} 
\]  \(\text{(B-21)}\)

With this solution for \(\hat{T}_L\), the dimensional melt surface temperature is found from Eq. B-17, and that establishes the heat flux across the gap through Eq. B-15. The crust upper surface temperature is then found by rearranging Eq. 2-199; i.e.,

\[
T_i = T_C - \left( \frac{\delta_i h_i (T_L - T_c)}{k_{t,c}} + \frac{Q_{t,c} \delta_i^2}{2 k_{t,c}} \right) 
\]  \(\text{(B-22)}\)

With the crust upper surface temperature established, the heat transfer coefficient to the overlying coolant pool and the corresponding derivative can then be calculated. This provides all the information necessary to evaluate the next iterated value for \(T_c\) from Eq. B-8.

**B.2 Solution Method for Case 2) Anchored Impervious Crust Boundary Condition**

This section summarizes the solution methodology for the Case 2) anchored impervious crust boundary condition described in Section 2.5.6.1. The equation for the upper surface temperature of the bridge crust was derived as:

\[
T_c = \frac{1}{h_r + C_\beta} \left\{ h_r T_L + C_\beta \left( T_{sat} + \frac{Q_{t,c} \delta_t}{2 h_{wat}} + \frac{Q_{t,c} \delta_t}{2} \right) \right\} 
\]  \(\text{(B-23)}\)

where \(C_\beta\) is given by Eq. B-3. This equation is non-linear and is solved using the Newton-Raphson technique by first forming:
\[ f = T_c - \frac{1}{h_r + C_\beta} \left[ h_r T_L + C_\beta \left( T_{sat} + \frac{\dot{Q}_{t,e} \delta_t}{2h_{wat}} \right) + \frac{\dot{Q}_{r,s} \delta_t}{2} \right] \]  

(B-24)

with convergence obtained when \( f \rightarrow 0 \), and:

\[
\frac{df}{dT_c} = 1 + \frac{1}{(h_r + C_\beta)^2} \left( h_r + C_\beta \left( \frac{C_\beta \dot{Q}_{t,e} \delta_t}{2h_{wat}^2} \frac{dh_{wat}}{dT_c} - h_r \frac{\partial T_L}{\partial T_c} \right) + \right. \\
\left. \frac{dh_r}{dT_c} \left[ \frac{\dot{Q}_{r,s} \delta_t}{2} \left( 1 + \frac{C_\beta}{h_{wat}} \right) - C_\beta (T_L - T_{sat}) \right] + \frac{dC_\beta}{dT_c} \left[ \frac{\dot{Q}_{t,e} \delta_t}{2} \left( 1 - \frac{h_r}{h_{wat}} \right) + h_r (T_L - T_{sat}) \right] \right) 
\]

(B-25)

In the above, \( dC_\beta / dT_c \) is evaluated from Eq. B-7, \( dh_r / dT_c \) from Eqs. B-11 through B-14, and \( dh_{wat} / dT_c \) from Eqs. B-9 and B-10. The remaining derivative that requires specification is:

\[
\frac{\partial T_L}{\partial T_c} = \left( \frac{T_c}{T_L} \right)^3 
\]

(B-26)

The methodology for solving this set of equations is as follows. Given that a crust exists on the melt upper surface, then the heat flux across the boundaries is equal to \( h_r(T_m - T_{m,frz}) \). Thus, for the current estimate of \( T_c \) evaluated from Eq. B-8, the upper surface temperature of the lower crust is first determined by balancing the radiation heat flux across the gap to that transferred by convection to the bottom of the crust; i.e.,

\[
h_r(T_m - T_{m,frz}) = \Omega_r (T_L^4 - T_c^4) 
\]

(B-27)

Thus,

\[
T_L = \left( \frac{h_r(T_m - T_{m,frz})}{\Omega_r} + T_c^4 \right)^{1/4} 
\]

(B-28)

With the heat flux across the boundaries known, the crust upper surface temperature is also known through Eq. B-22, and so the heat transfer coefficient to the overlying coolant pool and the corresponding derivative can then be calculated. This provides all the information necessary to evaluate the next iterated value for \( T_c \) through Eq. B-8.

**B.3 Solution Method for Case 3) Anchored Impervious Crust Boundary Condition**

This section summarizes the solution methodology for the Case 3) anchored impervious crust boundary condition described in Section 2.5.6.1. The equation for the upper surface temperature of the bridge crust was derived as:
This non-linear equation is first solved using the Newton-Raphson technique by forming:

\[ f = T_i - T_{sat} - \frac{1}{k_{i,c} + h_{wat} \delta_i} \left[ k_{i,c} (T_{i,frz} - T_{sat}) + \frac{\dot{Q}_{i,c} \delta_i^2}{2} \right] \]  

(B-30)

with convergence obtained when \( f \to 0 \), and:

\[ \frac{df}{dT_i} = 1 + \frac{\delta_i}{(k_{i,c} + h_{wat} \delta_i)} \left[ k_{i,c} (T_{i,frz} - T_{sat}) + \frac{\dot{Q}_{i,c} \delta_i^2}{2} \right] \frac{dh_{wat}}{dT_i} \]  

(B-31)

where \( dh_{wat}/dT_i \) is calculated from Eq. 2-130, 2-156, or 2-160 depending upon the mode of boiling heat transfer at the crust upper surface at a given time. Given these expressions, an iterative solution is obtained for \( T_i \) using an equation analogous to Eq. B-8. Once the solution for \( T_i \) is obtained, the heat removal to the overlying water pool from the upper surface of the crust can be determined.

Since for this case the crust bottom surface temperature is fixed at the melting point, the energy balance from the melt pool to the lower surface of the crust is solved as a separate problem. The heat balance across the gap takes the form:

\[ h_i (T_m - T_L) = \Omega_i \left( T_{i,frz}^4 - T_L^4 \right) \]  

(B-32)

This equation can be rearranged and written in the same form as Eqs. B-16, B-17, and B-19, but with:

\[ T_o = \left( \frac{h_i T_m}{\Omega_i} + T_{i,frz}^4 \right)^{1/4} \]  

(B-33)

The closed form solution to Eq. B-16 for \( T_L \) is then provided by Eqs. B-20 and B-21. Given this result, the heat flux across the gap to the underside of the crust is known, which is required to determine the bridge crust melting rate, as discussed in Section 2.5.6.1.

B.4 Solution Method for Case 1) Anchored Permeable Crust Boundary Condition

This section summarizes the method used to solve the system of equations for the Case 1) anchored permeable crust boundary condition described in Section 2.5.6.2. The equation for the lower surface temperature of the bridge crust was derived as:

\[ T_C = \frac{C_{\alpha} T_m + h_{eff} T_{sat}}{C_{\alpha} + h_{eff}} \]  

(B-34)
where \( C_a \) is defined in Eq. B-2 and \( h_{eff} \) is defined in Eq. 2-217. This non-linear equation is solved using the Newton-Raphson technique by first forming

\[
f = T_C - \frac{C_a T_m + h_{eff} T_{sat}}{C_a + h_{eff}}
\]  

(B-35)

with convergence obtained when \( f \to 0 \), and:

\[
\frac{df}{dT_C} = 1 - \left( \frac{T_m - T_{sat}}{C_a + h_{eff}} \right)^2 \left( h_{eff} \frac{dC_a}{dT_C} - C_a \frac{dh_{eff}}{dT_C} \right)
\]  

(B-36)

with \( dC_a / dT_C \) is evaluated through Eqs. B-6 and B-11 to B-13. In addition,

\[
\frac{dh_{eff}}{dT_C} = -\frac{h_{eff}}{(T_m - T_{sat})}
\]  

(B-37)

With these expressions, iteration is performed using Eq. B-8 until a convergence criterion for \( T_C \) is met. In particular, for the given iterated value of \( T_C^n \), the melt surface temperature \( T_L \) is first solved using Eqs. B-14 and B-16 to B-21. This solution completes the required data that is needed to evaluate the radiation heat transfer coefficient across the gap (Eq. 2-201), as well as the associated derivate functions. With this information, the next iterated value of \( T_C \) can be calculated through Eq. B-8.
APPENDIX C: VALIDATION CALCULATIONS

C.1 Overview

The purpose of this appendix is to document the results of various validation calculations that were carried out as part of CORQUENCH4.1\textsuperscript{14} developmental activities. Although there have been both low- and high-temperature simulant material core-concrete interaction and debris coolability experiments reported in the literature, the validation effort focused primarily on oxidic reactor material experiments. This is due to the fact that CORQUENCH4.1 does not currently possess the capability to import or evaluate the complete set of thermophysical property data that would be needed to adequately calculate simulant material experiments. Second, the code does not possess the capability to calculate density-driven phase segregation as is required to model experiments in which segregation occurred (e.g. tests with iron-alumina thermite). On these bases, the tests shown in Table C-1 were selected for the current set of validation calculations.

### Table C-1. Summary of Code Validation Experiment Characteristics.

<table>
<thead>
<tr>
<th>Program</th>
<th>Test</th>
<th>Conc. Type</th>
<th>Cavity Configuration (size)</th>
<th>Melt Gen. Tech.</th>
<th>Corium Type</th>
<th>Clad Oxid. (%)</th>
<th>Initial Melt Depth</th>
<th>Cavity Cond.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACE</td>
<td>L2</td>
<td>Siliceous</td>
<td>1-D rectilinear (50 cm square)</td>
<td>DEH</td>
<td>PWR</td>
<td>70</td>
<td>15 cm</td>
<td>Dry</td>
</tr>
<tr>
<td></td>
<td>L4</td>
<td>Soviet</td>
<td>&quot;</td>
<td>&quot;</td>
<td>BWR</td>
<td>50</td>
<td>&quot;</td>
<td>&quot;</td>
</tr>
<tr>
<td></td>
<td>L5</td>
<td>LCS</td>
<td>&quot;</td>
<td>&quot;</td>
<td>PWR</td>
<td>100</td>
<td>&quot;</td>
<td>&quot;</td>
</tr>
<tr>
<td></td>
<td>L6</td>
<td>Siliceous</td>
<td>&quot;</td>
<td>&quot;</td>
<td>PWR</td>
<td>30</td>
<td>&quot;</td>
<td>&quot;</td>
</tr>
<tr>
<td></td>
<td>L8</td>
<td>L-L</td>
<td>&quot;</td>
<td>&quot;</td>
<td>PWR</td>
<td>70</td>
<td>&quot;</td>
<td>&quot;</td>
</tr>
<tr>
<td>NRC-SNL</td>
<td>SURC1</td>
<td>L-L</td>
<td>1-D cylindrical (40 cm dia.)</td>
<td>Emb. Heaters</td>
<td>PWR</td>
<td>70</td>
<td>20 cm</td>
<td>&quot;</td>
</tr>
<tr>
<td>MACE</td>
<td>M0</td>
<td>LCS</td>
<td>2-D rectilinear (30 cm square)</td>
<td>DEH</td>
<td>PWR</td>
<td>15 cm</td>
<td>&quot;</td>
<td>Wet</td>
</tr>
<tr>
<td></td>
<td>M1b</td>
<td>LCS</td>
<td>1-D rectilinear (50 cm square)</td>
<td>&quot;</td>
<td>PWR</td>
<td>25 cm</td>
<td>&quot;</td>
<td>&quot;</td>
</tr>
<tr>
<td></td>
<td>M3b</td>
<td>LCS</td>
<td>1-D rectilinear (120 cm square)</td>
<td>Thermite</td>
<td>BWR</td>
<td>100</td>
<td>20 cm</td>
<td>&quot;</td>
</tr>
<tr>
<td></td>
<td>M4</td>
<td>Siliceous</td>
<td>1-D rectilinear (50 cm square)</td>
<td>&quot;</td>
<td>BWR</td>
<td>100</td>
<td>30 cm</td>
<td>&quot;</td>
</tr>
<tr>
<td>OECD-MCCI</td>
<td>CCI-2</td>
<td>LCS</td>
<td>2-D rectilinear (50 cm square)</td>
<td>&quot;</td>
<td>BWR</td>
<td>100</td>
<td>25 cm</td>
<td>Dry, late flooding</td>
</tr>
<tr>
<td></td>
<td>CCI-3</td>
<td>Siliceous</td>
<td>&quot;</td>
<td>&quot;</td>
<td>BWR</td>
<td>100</td>
<td>&quot;</td>
<td>&quot;</td>
</tr>
<tr>
<td></td>
<td>CCI-4</td>
<td>LCS</td>
<td>2-D rectilinear (50 cm x 40 cm)</td>
<td>&quot;</td>
<td>BWR</td>
<td>78</td>
<td>&quot;</td>
<td>Dry\textsuperscript{a}</td>
</tr>
<tr>
<td></td>
<td>CCI-5</td>
<td>Siliceous</td>
<td>2-D rectilinear (50 cm x 79 cm; one ablating wall)</td>
<td>&quot;</td>
<td>BWR</td>
<td>100</td>
<td>&quot;</td>
<td>Dry\textsuperscript{b}</td>
</tr>
<tr>
<td></td>
<td>CCI-6</td>
<td>Siliceous</td>
<td>2-D rectilinear (70 cm square)</td>
<td>&quot;</td>
<td>BWR</td>
<td>100</td>
<td>28 cm</td>
<td>Wet</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Experiment flooded late, but the presence of an impervious crust that formed in the upper region of the test section prior to flooding prevented the water from contacting the melt. Thus, this test was effectively a dry experiment.

\textsuperscript{b}Experiment not flooded due to the fact that the offgas system plugged early in the experiment sequence.

The matrix includes both 1-D and 2-D experiments; tests conducted with siliceous, limestone-common sand (LCS), and limestone-limestone (LL) concrete; and tests carried out under both wet and dry cavity conditions. Only experiments for which sufficient open-literature data was available to set up an adequate model were included in the matrix. Finally, only tests that ran for a fairly significant length of time (or ablation depth) were calculated so that the ability of the code to predict longer-term behavior could be assessed. In terms of dry cavity experiments, the matrix includes five tests conducted as part of the ACE/MCCI test series\textsuperscript{76-77} two tests conducted as part of the SURC test series carried at Sandia National Laboratory\textsuperscript{119} and finally

\textsuperscript{14}The beta version used for these validation calculations corresponds to version 184 (i.e., cqwork184.f) in the CORQUENCH developmental version archive library.
two tests conducted as part of the OECD/MCCI program.\cite{166} One significant omission in this matrix is the dry cavity VULCANO tests conducted at CEA in France.\cite{120,121} However, details regarding the experiment conditions and results for the VULCANO program are proprietary, and so additional validation of the code against these test results was not possible.

In terms of wet cavity tests, the matrix includes four tests conducted as part of the MACE program,\cite{15,16,122-127} and three tests conducted as part of the OECD/MCCI program.\cite{17-19,66,128} The validation results for the MACE tests are provided in an addendum report;\cite{129} the validation results for the OECD/MCCI tests are provided later in this section.

The approach for this validation activity was to make a common set of user-specified modeling assumptions, and to apply those assumptions for all the tests that were calculated as part of this validation activity. In this manner, the reader is able to assess the ability (or lack thereof) of the code to match test results without tuning of the code input. The common set of modeling assumptions that were made as part of this validation exercise are outlined immediately below, with a description of the input that was modified to mock up the actual test conditions provided at the end of this introductory section. The results of the dry cavity test cases are then described, followed by the wet cavity cases at the end of this appendix. Note that parametric calculations were not carried to assess modeling sensitivities, since this lies beyond the current scope of work.

\section*{C.2 Summary of Modeling Assumptions}

For all test cases, a single node (i.e. NUMNOD=1) analysis was performed. In addition, concrete heatup and decomposition for all cases was calculated using the concrete dryout models described in Section 2.3. However, the corium melts used in the experiments shown in Table C-1 were generated \textit{in-situ} using one of two techniques: i) gradual powder melting using the direct electrical heating (DEH) or induction heating of tungsten susceptors embedded within the powders, or ii) rapid melt production through an exothermic thermite-type reaction. In the former case, melt production occurred over several hours, resulting in heatup of surrounding test section structures, including to some extent the underlying concrete basemat (and sidewalls, where applicable). For the latter case, the melt was suddenly brought into contact with cold concrete. The variation in the melt generation technique most likely resulted in variations in the initial boundary condition at the core-concrete interface, and code input was selected to best match the perceived initial condition. In particular, for tests in which the melt was produced by thermal heating (see Table C-1), the assumption was made that there was no initial transient crust growth and remelting phase since the concrete was already warm upon melt-concrete contact. Thus, these cases were run using the fully developed concrete dryout model described in Section 2.3.2 (i.e., NABBL = 1). However, for cases in which the melt was produced using a thermite reaction, the tests were run using the dryout model with initial crust growth assuming that the crust was permeable to the produced by ablation (i.e., NABBL = 2 with NABLB/NABLS = 1); see Section 2.3.3 for details. For this case, the crust freezing temperature was based on the melt composition (NBCB/NBCS=1). In addition, the crust was assumed to fail when the thickness fell below the mechanical stability limit under the applied hydrostatic load of the melt (NFAILB/NFAILS = 2) with the model constant set assuming that the high temperature crust undergoes a ductile failure and is rectangular in shape (CFAILB/CFAILS = 5.48). Dryout temperature ranges for free water, bound water [Ca(OH)$_2$], dolomite [MgCa(CO$_3$)$_2$], and calcium carbonate [CaCO$_3$] were set at 417/437 K, 853/873 K, 1030/1050 K, and 1172/1192 K, respectively. Heat transfer coefficients
to horizontal and vertical (where applicable) concrete surfaces were calculated with the Bradley model \((\text{NBOTBC/NSIDEBC}=1)\)\(^{[39]}\). Based on experiment observations\(^{[47, 66]}\), the radial/axial heat transfer coefficient multipliers for 2-D tests with siliceous concrete were set to \(XSMULT=3.0\) and \(XBMULT=1.0\), respectively. For all other cases, both multipliers were set to unity.

For the wet cavity tests, the Rico-Spalding correlation (see Section 2.5.3) was used to calculate the melt entrainment rate due to eruptions \((\text{NENTR}=2)\) for LCS tests, with the proportionality constant in the correlation set at the mid-range value of \(E=0.08\). For tests with siliceous concrete, melt eruptions were not observed except for the integral effect experiment CCI-6 in which the cavity was flooded almost immediately after melt contact with the concrete basemat. Thus, melt eruptions were not calculated for any siliceous test (i.e., \(\text{NENTR}=0\)), except for CCI-6. For this test, eruptions were also calculated using the Rico-Spalding correlation with the proportionality constant set at \(E=0.08\). All cases were run with the critical heat flux multipliers for determination of bulk cooling and film boiling breakdown (i.e., \(\text{CCRIT}\) and \(\text{CHFMULT}\)) set at 0.5. For tests in which particle beds formed, the bed porosity and average particle diameter were set to 40\% and 2.8 mm, respectively, which is based on posttest examination results reported as part of the MACE program\(^{[62]}\). Water ingression was calculated using the modified Lister-Epstein model developed as part of the OECD/MCCI modeling activities \((\text{NINGRS}=2)\), with the empirical constant \(C\) in the crust dryout heat flux model set at 9.0. This is the value recommended on the basis of previous code validation work\(^{[47]}\) and no attempt has been made to further optimize this constant based on the upgraded version of the code that was used to carry out the validation calculations reported herein. For the MACE 1-D corium coolability experiments, the crust anchoring modeling option was selected since crust anchoring and separation clearly occurred in these tests. The assumption was made that the crust was subjected to the combined deadweight loads of the crust itself, the overlying particle bed, and the water pool head over the interaction \((\text{NUSGAP}=2)\); see Section 2.5.5. The simple cavity flooding model was used (i.e. \(\text{NADD}=1\)) in which water is added at the time specified as part of the experiment operating procedure \((\text{TADD})\); the constant water depth \((\text{HDOWNC})\) was set to 50 cm as this was the normal operating condition following cavity flooding. The crust mechanical strength used in the anchoring analysis was set at 3.0 MPa based on the measurements and data assessment made as part of the OECD/MCCI program\(^{[22]}\). The constant in the crust mechanical strength model was set according to the value that is consistent with brittle failure of the quenched material (i.e., \(\text{CCR GAP}=2.53\)). Once anchoring occurred in the calculation, the melt was declared to be separated from the crust when the separation distance exceeded the radius of the gas bubbles sparging through the pool and penetrating the pool upper surface \((\text{NBUBSP}=1)\).

Other miscellaneous modeling assumptions are summarized as follows. For all cases in which unoxidized Zr cladding was present in the melt, the Zr was assumed to be in solution with the core oxide phase \((\text{IEUTEC}=1)\), and condensed phase chemical reactions between Zr and SiO\(_2\) were calculated \((\text{NCHEM}=1)\). The top crust thermal conductivity was calculated using the code property subroutines \((\text{NKSPEC}=0)\). The effect of solids buildup in the melt was modeled with the Ishii-Zuber correlation\(^{[33]}\) with the maximum solids fraction set at 1.0 \((\text{ALPMAX}=1.0)\). The effective melt freezing temperature was based on the oxide phase solid temperature \((\text{FRZFR}=1.0)\). For all cases the input power was modeled as being deposited directly in the melt zone with no heat input to crust or particle bed regions \((\text{NDEC} = 2\) with \(\text{CON1} = \text{CON2} = 0)\). This modeling assumption is consistent with the DEH heating technique used in the MACE and CCI test series.
Melt void fraction was modeled using the Brockmann et al.\textsuperscript{[35]} correlation (NVOID=1), and the sparging gas bubble radius was calculated using the model described herein (NBUBRS=1; see Section 2.6.2). Finally, all cases were run with a 0.1 second timestep, which was found to be adequate in terms of achieving a converged solution for all cases.

C.3 Dry Cavity Experiment Results

C.3.1 ACE/MCCI Experiments

The ACE/Phase C tests\textsuperscript{[76,77]} shown in Table C-1 were dry 1-D core concrete interaction experiments that were intended to provide thermal-hydraulic data for core-concrete interaction to support code validation efforts. A second and equally important objective was to provide information on the nature and extent of fission product release during the interaction using non-radioactive isotopes of key fission forms. As shown in Table C-1, five tests from this program were selected for analysis. However, two tests were omitted (i.e., L1 and L7) since only a few centimeters of concrete were eroded before the experiments were terminated due to anomalies.

A unique aspect of these tests was that metals and fission product mockups were introduced into the melt by ablation of concrete-metal inserts that were placed over the base concrete. This prevented early oxidation of the Zr cladding and release of the fission product mockups before basemat ablation began. As a result, the tests could effectively be divided into two (and for one test three) phases; i.e., early insert ablation and then the follow on basemat ablation phase. Thus, for tests where inserts were used, the composite basemat model was employed so that a continuous simulation of the tests from onset of insert ablation through test termination could be carried out.

The concrete-metal insert and concrete basemat compositions for the five tests are shown in Tables C-2 and C-3, respectively. Test L4 was conducted using a Soviet basemat layout that consisted of a 5.1 cm thick layer of Serpentine concrete between the insert and the underlying base concrete that was similar to siliceous concrete; the composition of the Serpentine layer is shown in Table C-4.

<table>
<thead>
<tr>
<th>Constituent</th>
<th>Wt % for ACE/MCCI Test:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L2</td>
</tr>
<tr>
<td>CO₂</td>
<td>0.6</td>
</tr>
<tr>
<td>H₂O</td>
<td>2.2</td>
</tr>
<tr>
<td>K₂O</td>
<td>0.5</td>
</tr>
<tr>
<td>Na₂O</td>
<td>0.25</td>
</tr>
<tr>
<td>TiO₂</td>
<td>0.28</td>
</tr>
<tr>
<td>SiO₂</td>
<td>24.8</td>
</tr>
<tr>
<td>CaO</td>
<td>4.8</td>
</tr>
<tr>
<td>MgO</td>
<td>0.25</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>1.5</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>0.35</td>
</tr>
<tr>
<td>Fe</td>
<td>0</td>
</tr>
<tr>
<td>Cr</td>
<td>0</td>
</tr>
<tr>
<td>Ni</td>
<td>0</td>
</tr>
<tr>
<td>Zr</td>
<td>64.4</td>
</tr>
</tbody>
</table>
Table C-3. Composition of Base Concretes for ACE/MCCI Tests.

<table>
<thead>
<tr>
<th>Constituent</th>
<th>Wt % for ACE/MCCI Test:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L2</td>
</tr>
<tr>
<td>CO₂</td>
<td>1.7</td>
</tr>
<tr>
<td>H₂O</td>
<td>6.2</td>
</tr>
<tr>
<td>K₂O</td>
<td>1.4</td>
</tr>
<tr>
<td>Na₂O</td>
<td>0.7</td>
</tr>
<tr>
<td>TiO₂</td>
<td>0.8</td>
</tr>
<tr>
<td>SiO₂</td>
<td>69.7</td>
</tr>
<tr>
<td>CaO</td>
<td>13.6</td>
</tr>
<tr>
<td>MgO</td>
<td>0.7</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>4.1</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>1</td>
</tr>
</tbody>
</table>

Table C-4. Composition of L4 Serpentine Concrete Layer.

<table>
<thead>
<tr>
<th>Constituent</th>
<th>Wt %</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO₂</td>
<td>0.9</td>
</tr>
<tr>
<td>H₂O</td>
<td>14.4</td>
</tr>
<tr>
<td>K₂O</td>
<td>0.1</td>
</tr>
<tr>
<td>Na₂O</td>
<td>0.06</td>
</tr>
<tr>
<td>TiO₂</td>
<td>0</td>
</tr>
<tr>
<td>SiO₂</td>
<td>34.9</td>
</tr>
<tr>
<td>CaO</td>
<td>10</td>
</tr>
<tr>
<td>MgO</td>
<td>31.3</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>1.8</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>6.5</td>
</tr>
</tbody>
</table>

Although the inserts effectively provided two tests in one, estimating the ablation temperature of these metal-heavy components was not (at least for the author) straightforward. On this basis, the solidus and liquidus temperatures for the inserts were estimated using a volume weighting of the melting points for the various metal and concrete constituents from which the insert was made; the results are shown in Table C-5, while the analogous data for the L4 serpentine layer is shown in Table C-6. These tables also provide the thicknesses of the inserts for the various tests. Finally, the ACE/MCCI off-gas system was heavily instrumented to measure offgas composition and flowrate. Thus, the data could be integrated to determine the fraction of concrete decomposition gases that were liberated upwards through the melt. (The bottom of the apparatus was not leak tight and as a result some of the gases escaped through the bottom and therefore bypassed the melt). The results of these calculations for the insert and basemat ablation phases of the tests are provided in Tables C-5 and C-6. These fractions were used as part of the code input (i.e., XFLH2O and XFLCO2) so that the correct integrated gas release from the various regions of the basemat would be calculated by the code.

The balance of the information required to carry out the analysis consists of the cavity geometry, initial corium composition at start of the interaction, the initial melt temperature, the overlying structure temperature and emissivity, and finally the input power as a function of time. The tests were all mocked up using the 1-D cavity model with the basemat surface area fixed at
the value of 0.247 m² as specified by the experimentalists. (Test section nominal cross section was 50 cm x 50 cm). The melt compositions for the various tests are shown Table C-7, while initial melt temperatures are shown in Table C-8, which also provides the overlying structure temperatures that were used in the upward radiation heat transfer calculation. The structure temperatures are based on readings taken just behind the tungsten heat shield that protected the lid of the apparatus during the tests. The assumed emissivity was 0.23 for the tungsten heat shield, which is typical of unoxidized tungsten at a temperature of 1700 K.

Table C-5. Assumed Properties of Concrete-Metal Inserts and Base Concretes for ACE/MCCI Tests.

<table>
<thead>
<tr>
<th>Concrete-Metal Insert</th>
<th>ACE/MCCI Test:</th>
<th>L2</th>
<th>L4</th>
<th>L5</th>
<th>L6</th>
<th>L8</th>
</tr>
</thead>
<tbody>
<tr>
<td>T_{solidus} (K)</td>
<td>1909</td>
<td>1797</td>
<td></td>
<td>1802</td>
<td>1945</td>
<td></td>
</tr>
<tr>
<td>T_{liquidus} (K)</td>
<td>1910</td>
<td>1798</td>
<td></td>
<td>1803</td>
<td>1946</td>
<td></td>
</tr>
<tr>
<td>T_{ablation} (K)</td>
<td>1910</td>
<td>1798</td>
<td></td>
<td>1803</td>
<td>1946</td>
<td></td>
</tr>
<tr>
<td>Fraction H₂O detected</td>
<td>0.102</td>
<td>0.686</td>
<td></td>
<td>0.426</td>
<td>0.305</td>
<td></td>
</tr>
<tr>
<td>Fraction CO₂ detected</td>
<td>0.681</td>
<td>1.000</td>
<td></td>
<td>0.302</td>
<td>0.981</td>
<td></td>
</tr>
<tr>
<td>Thickness (cm)</td>
<td>1.27</td>
<td>6.27</td>
<td></td>
<td>5.84</td>
<td>3.45</td>
<td></td>
</tr>
</tbody>
</table>

**Base Concrete**

| T_{solidus} (K)      | 1403           |    | 1393| 1403| 1495|    |
| T_{liquidus} (K)     | 1523           | 1523| 1568| 1523| 2577|    |
| T_{ablation} (K)     | 1450           | 1450| 1500| 1450| 1800|    |
| Fraction H₂O detected | 0.102          | 0.686| 0.181| 0.426| 0.305|   |
| Fraction CO₂ detected | 0.681          | 1.000| 0.681| 0.302| 0.981|   |

Table C-6. Assumed Properties for ACE/MCCI Test L4 Serpentine Concrete Layer.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>T_{solidus} (K)</td>
<td>1909</td>
</tr>
<tr>
<td>T_{liquidus} (K)</td>
<td>1910</td>
</tr>
<tr>
<td>T_{ablation} (K)</td>
<td>1910</td>
</tr>
<tr>
<td>Fraction H₂O detected</td>
<td>0.102</td>
</tr>
<tr>
<td>Fraction CO₂ detected</td>
<td>0.681</td>
</tr>
<tr>
<td>Thickness (cm)</td>
<td>5.1</td>
</tr>
</tbody>
</table>

Table C-7. Initial Melt Compositions for the ACE/MCCI Tests.

<table>
<thead>
<tr>
<th>Constituent</th>
<th>Mass (kg) for Test:</th>
</tr>
</thead>
<tbody>
<tr>
<td>L2</td>
<td>L4</td>
</tr>
<tr>
<td>SiO₂</td>
<td>20.9</td>
</tr>
<tr>
<td>CaO</td>
<td>3</td>
</tr>
<tr>
<td>MgO</td>
<td>0</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>0</td>
</tr>
<tr>
<td>Zr</td>
<td>5.46</td>
</tr>
<tr>
<td>ZrO₂</td>
<td>42.5</td>
</tr>
<tr>
<td>Cr₂O₃</td>
<td>0</td>
</tr>
<tr>
<td>UO₂</td>
<td>216</td>
</tr>
<tr>
<td>Total</td>
<td>287.86</td>
</tr>
<tr>
<td>L5</td>
<td>L6</td>
</tr>
<tr>
<td>LiO₂</td>
<td>0</td>
</tr>
<tr>
<td>CaO</td>
<td>0</td>
</tr>
<tr>
<td>MgO</td>
<td>0</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>0</td>
</tr>
<tr>
<td>Zr</td>
<td>0</td>
</tr>
<tr>
<td>ZrO₂</td>
<td>0</td>
</tr>
<tr>
<td>Cr₂O₃</td>
<td>0</td>
</tr>
<tr>
<td>UO₂</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>259.2</td>
</tr>
<tr>
<td>L6</td>
<td>L8</td>
</tr>
<tr>
<td>SiO₂</td>
<td>16.9</td>
</tr>
<tr>
<td>CaO</td>
<td>7.3</td>
</tr>
<tr>
<td>MgO</td>
<td>0</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>54.1</td>
</tr>
<tr>
<td>Zr</td>
<td>0</td>
</tr>
<tr>
<td>ZrO₂</td>
<td>18.5</td>
</tr>
<tr>
<td>Cr₂O₃</td>
<td>13.4</td>
</tr>
<tr>
<td>UO₂</td>
<td>184</td>
</tr>
<tr>
<td>Total</td>
<td>285.5</td>
</tr>
<tr>
<td>L8</td>
<td></td>
</tr>
<tr>
<td>SiO₂</td>
<td>3.4</td>
</tr>
<tr>
<td>CaO</td>
<td>20.6</td>
</tr>
<tr>
<td>MgO</td>
<td>0</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>0</td>
</tr>
<tr>
<td>Zr</td>
<td>0</td>
</tr>
<tr>
<td>ZrO₂</td>
<td>41.6</td>
</tr>
<tr>
<td>Cr₂O₃</td>
<td>0</td>
</tr>
<tr>
<td>UO₂</td>
<td>219</td>
</tr>
<tr>
<td>Total</td>
<td>261.7</td>
</tr>
<tr>
<td>L5</td>
<td></td>
</tr>
<tr>
<td>SiO₂</td>
<td>285.5</td>
</tr>
<tr>
<td>CaO</td>
<td>211</td>
</tr>
<tr>
<td>MgO</td>
<td>0</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>0</td>
</tr>
<tr>
<td>Zr</td>
<td>0</td>
</tr>
<tr>
<td>ZrO₂</td>
<td>211</td>
</tr>
<tr>
<td>Cr₂O₃</td>
<td>0</td>
</tr>
<tr>
<td>UO₂</td>
<td>276.6</td>
</tr>
<tr>
<td>Total</td>
<td></td>
</tr>
</tbody>
</table>
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Table C-8. Assumed Initial Melt and Boundary Temperatures for the ACE/MCCI Tests.

<table>
<thead>
<tr>
<th>Test</th>
<th>Initial Melt Temperature (K)</th>
<th>Upper Structure Temperature (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L2</td>
<td>2500</td>
<td>1700</td>
</tr>
<tr>
<td>L4</td>
<td>2100</td>
<td>1300</td>
</tr>
<tr>
<td>L5</td>
<td>1810</td>
<td>1320</td>
</tr>
<tr>
<td>L6</td>
<td>2500</td>
<td>1700</td>
</tr>
<tr>
<td>L8</td>
<td>2650</td>
<td>1700</td>
</tr>
</tbody>
</table>

Finally, the input power curves for the various tests are shown graphically in Figure C-1. Time $t=0$ in this figure and in the results that follow for the ACE/MCCI test series corresponds to onset of ablation in the base concrete layer, and data that is shown prior to $t=0$ corresponds to the insert ablation phase of the experiments. As shown in Figure C-1, there are brief periods during the tests in which the input power fell below zero. The sidewalls of the apparatus were water cooled, and so during periods when tap changes on the power supply were made, the net ‘input power’ actually fell below zero for a brief period of time.

Principal thermal-hydraulic results that were generated as part of the ACE/MCCI test series included melt temperature, ablation front location, and melt superficial gas velocity. Due to the fact that the apparatus was water-cooled, heat balances were also performed that allowed the melt-concrete and melt-atmosphere heat transfer rates to be evaluated. The code predictions for the five tests are compared with test results using a summary format below.
C.3.1.1 ACE/MCCI Test L2

Code predictions of melt temperature, ablation front location, melt superficial gas velocity, and boundary heat fluxes are compared with data obtained from the ACE L2 experiment in Figures C-2 through C-5, respectively. The model does a reasonable job of predicting melt temperature. However, the rate of insert ablation is slightly over-predicted during the early part of the test, resulting in an offset that translates to the end of the calculation. Thus, the overall ablation depth is slightly over-predicted. The melt superficial gas velocity is reasonably predicted up until the point at which the offgas system was plugged due to excessive melt foaming. Past this point, comparison is no longer possible. Finally, the code slightly over-predicts the melt-atmosphere heat flux, and significantly under-predicts the heat flux to concrete.

C.3.1.2 ACE/MCCI Test L4

Predictions of melt temperature, ablation front location, melt superficial gas velocity, and boundary heat fluxes are compared with data from the ACE L2 experiment in Figures C-6 through C-9, respectively. Melt temperature is reasonably predicted during the first 50 minutes, but thereafter the prediction begins to drift and by the end of the test the temperature is under-predicted by ~ 250 K. Overall ablation is over-predicted by ~ 2.5 cm at test termination. The overall trend in the superficial gas velocity is reasonably replicated, despite offsets in timing that are related to the over-prediction in the length of time required to ablate through the concrete-metal insert for this test. The fidelity of the heat flux predictions varies as the test progresses, but by the end of the test, the upwards heat flux is well predicted, whereas the heat flux to underlying concrete is under-predicted.
Figure C-3. Ablation Front Location Prediction for ACE Test L2.

Figure C-4. Superficial Gas Velocity Prediction for ACE Test L2.
Figure C-5. Melt-Concrete and Melt-Atmosphere Heat Flux Prediction for ACE Test L2.

Figure C-6. Melt Temperature Prediction for ACE Test L4.
Figure C-7. Ablation Front Location Prediction for ACE Test L4.

Figure C-8. Superficial Gas Velocity Prediction for ACE Test L4.
Figure C-9. Melt-Concrete and Melt-Atmosphere Heat Flux Prediction for ACE Test L4.

C.3.1.3 ACE/MCCI Test L5

Melt temperature, ablation front location, melt superficial gas velocity, and boundary heat flux predictions are compared with data from the ACE L5 experiment in Figures C-10 through C-13, respectively. Melt temperature and ablation depth are slightly over-predicted at the end of the test. The superficial gas velocity data are somewhat sporadic, but the trend is reasonable near test termination, as well as the magnitude of the prediction. Finally, the trend and magnitude of the melt-concrete and melt-atmosphere heat fluxes is reasonably predicted during the latter phase of the experiment.

C.3.1.4 ACE/MCCI Test L6

Melt temperature, ablation front location, melt superficial gas velocity, and boundary heat flux predictions are compared with data from the ACE L6 experiment in Figures C-14 through C-17, respectively. During the initial phase of concrete erosion, melt temperature is under-predicted, but the agreement improves late in the experiment. Conversely, ablation is slightly over-predicted early in the test, and then under-predicted during the late phase. Although the fluctuations in superficial gas velocity are not captured by the code, the magnitude of the gas flux is reasonably reproduced. Finally, the upwards heat flux is over-predicted early in the transient, but the agreement is reasonable during the late phase. The downward heat flux is under-predicted for early and late times, while the agreement is reasonable for intermediate times.
Figure C-10. Melt Temperature Prediction for ACE Test L5.

Figure C-11. Ablation Front Location Prediction for ACE Test L5.
Figure C-12. Superficial Gas Velocity Prediction for ACE Test L5.

Figure C-13. Melt-Concrete and Melt-Atmosphere Heat Flux Prediction for ACE Test L5.
Figure C-14. Melt Temperature Prediction for ACE Test L6.

Figure C-15. Ablation Front Location Prediction for ACE Test L6.
Figure C-16. Superficial Gas Velocity Prediction for ACE Test L6.

Figure C-17. Melt-Concrete and Melt-Atmosphere Heat Flux Prediction for ACE Test L6.


C.3.1.5 ACE/MCCI Test L8

Melt temperature, ablation front location, superficial gas velocity, and heat flux predictions are compared with data from the ACE L8 experiment in Figures C-18 through C-21, respectively. Melt temperature and ablation depth predictions are in reasonable agreement with the data, although ablation depth is slightly over-predicted. The overall trend and magnitude of the superficial gas velocity data are also reasonably reproduced. Finally, the top and bottom heat fluxes are generally reproduced, with the exception of the bottom heat flux that deviates substantially from the data after 30 minutes.

C.3.2 SNL SURC Tests

The SURC Tests\textsuperscript{\cite{119}} shown in Table C-1 were also 1-D core concrete interaction experiments that were intended to provide thermal-hydraulic and fission product release data related to core-concrete interaction under dry cavity conditions to support code validation efforts. Both metal (stainless steel) and oxide tests were conducted as part of this test series; SURC-1 and SURC-2 were core oxide reactor material experiments, and so they were selected for analysis as part of this study. The test configuration differed from that used in the ACE/MCCI test series. In particular, the test section was cylindrical with inert MgO sidewalls. Heat input to the melt was provided by induction heating of tungsten susceptor rings that were placed at several different axial elevations inside the test crucible itself.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{FigureC18.png}
\caption{Melt Temperature Prediction for ACE Test L8.}
\end{figure}
Figure C-19. Ablation Front Location Prediction for ACE Test L8.

Figure C-20. Superficial Gas Velocity Prediction for ACE Test L8.
Figure C-21. Melt-Concrete and Melt-Atmosphere Heat Flux Prediction for ACE Test L8.

The concrete basemat compositions for the two experiments are shown in Table C-9. SURC-1 was conducted with limestone-limestone concrete, while SURC-2 was conducted with a basaltic concrete that is similar to siliceous. The concrete solidus and liquidus temperatures\[^{119}\] for these two materials are shown in Table C-10, along with the ablation temperatures that were assumed as part of this study. The facility was also instrumented with a gas detection system so that the composition and flowrate of the concrete decomposition gases could be measured during the test. This data was integrated, and as for the ACE/MCCI test series, the results revealed that not all decomposition gases migrated upwards. The release fractions deduced from this analysis are also shown in Table C-10; this information was used as part of the code input (i.e., XFLH2O and XFLCO2) for each test so that the correct integrated gas release would be calculated.

<table>
<thead>
<tr>
<th>Constituent</th>
<th>Wt% for Test:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SURC-1</td>
</tr>
<tr>
<td>CO₂</td>
<td>35.70</td>
</tr>
<tr>
<td>H₂O</td>
<td>4.10</td>
</tr>
<tr>
<td>K₂O</td>
<td>0.68</td>
</tr>
<tr>
<td>Na₂O</td>
<td>0.08</td>
</tr>
<tr>
<td>TiO₂</td>
<td>0.12</td>
</tr>
<tr>
<td>SiO₂</td>
<td>3.60</td>
</tr>
<tr>
<td>CaO</td>
<td>45.40</td>
</tr>
<tr>
<td>MgO</td>
<td>5.67</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>1.60</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>1.20</td>
</tr>
</tbody>
</table>
Table C-10. Assumed Properties of Concretes for SURC Tests.

<table>
<thead>
<tr>
<th>Property</th>
<th>SURC-1</th>
<th>SURC-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{solidus}}$ (K)</td>
<td>1635</td>
<td>1350</td>
</tr>
<tr>
<td>$T_{\text{liquidus}}$ (K)</td>
<td>1873</td>
<td>1650</td>
</tr>
<tr>
<td>$T_{\text{ablation}}$ (K)</td>
<td>1750</td>
<td>1500</td>
</tr>
<tr>
<td>Fraction H$_2$O detected</td>
<td>1.00</td>
<td>0.68</td>
</tr>
<tr>
<td>Fraction CO$_2$ detected</td>
<td>0.38</td>
<td>1.00</td>
</tr>
</tbody>
</table>

The initial corium compositions and temperatures for the tests are shown in Tables C-11 and C-12, respectively. The latter table also provides the overlying structure temperatures that were used in the upward radiation heat transfer calculations. The structure temperatures are based on readings taken in the MgO lid that was used to seal the apparatus. The assumed emissivity was 0.80 for the MgO lid, which is typical of that for corium. This value was assumed due to the fact that posttest renderings of the debris indicated that the lid was covered with splattered melt. Finally, the input power curves for the two tests are provided graphically in Figure C-22. Time $t=0$ in this figure and in the results that follow corresponds to onset of the concrete basemat.

C.3.2.1 SNL SURC-1 Test

Melt temperature, ablation front location, superficial gas velocity, and upwards heat flux predictions are compared with data from the SURC-1 experiment in Figures C-23 through C-26, respectively. The trend in the melt temperature prediction in the early phase of the test does not match the test data. Based on the phase diagrams that are currently implemented, the model predicts that the melt temperature would have been close to the liquidus at the start of the test and hence very fluid. As a result, the temperature is predicted to drop rapidly as the melt convects heat to underlying concrete and overlying structure. Eventually, the temperature falls to the point where heat transfer to the boundaries balances the input power, and the temperature stabilizes. Thereafter, the temperature falls to the point where heat transfer to the boundaries balances the input power, and the temperature stabilizes. Eventually, the temperature is predicted to increase as free Zr is oxidized and the melt solidus increases. Eventually, the solidus predicted from the $(U,Zr)O_{2-x}$ phase diagram reaches the solidus predicted by the fully oxidized phase diagram that includes the effects of concrete decomposition products (See Section A.1.2). After this point, the solidus decreases monotonically as more slag is brought into the melt. The melt temperature follows the same trend. This overall affect would be reduced if the amount of free Zr present in the melt at the start of ablation was reduced. For instance, some of the free Zr present in the corium powders could have been oxidized during the 150 minute corium preheat phase of the test.\[119\]

Table C-11. Initial Corium Compositions for SURC Tests.

<table>
<thead>
<tr>
<th>Constituent</th>
<th>Mass (kg) for Test:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SURC-1</td>
</tr>
<tr>
<td>Zr</td>
<td>16.4</td>
</tr>
<tr>
<td>ZrO$_2$</td>
<td>46.0</td>
</tr>
<tr>
<td>UO$_2$</td>
<td>138.4</td>
</tr>
<tr>
<td>Total</td>
<td>200.8</td>
</tr>
</tbody>
</table>

Table C-12. Assumed Initial Melt and Boundary Temperatures for the SURC Tests.

<table>
<thead>
<tr>
<th>Test</th>
<th>Initial Melt Temp. (K)</th>
<th>Upper Structure Temp. (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SURC-1</td>
<td>2611</td>
<td>800</td>
</tr>
<tr>
<td>SURC-2</td>
<td>2600</td>
<td>900</td>
</tr>
</tbody>
</table>
Figure C-22. Input Power Relative to Onset of Basemat Ablation for SURC-1 and -2.

![Graph showing DEH Input Power (kW) vs Time (Minutes) for SURC-1 and -2.]

Figure C-23. Melt Temperature Prediction for SNL SURC-1 Test.

![Graph showing Temperature (K) vs Time (Minutes) for SNL Test SURC-1.]
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Figure C-24. Ablation Front Location Prediction for SNL SURC-1 Test.

Figure C-25. Superficial Gas Velocity Prediction for SNL SURC-1 Test.
Despite the discrepancies in melt temperature prediction early in the test, the overall trend and magnitude of the basemat ablation are captured reasonably well. The magnitude of the superficial gas velocity is also reasonably predicted, although there are insufficient data to make a detailed comparison. Finally, the upwards heat flux early in the test is over-predicted; the basis for the over-prediction was described above. However, after the initial transient has passed, the model reasonably replicates the magnitude and trend in the upwards heat flux.

C.3.2.2 SNL SURC-2 Test

Melt temperature, ablation front location, superficial gas velocity, and upwards heat flux predictions are compared with data from the SURC-2 experiment in Figures C-27 through C-30, respectively. The discussion provided in the previous section regarding melt temperature behavior early in the test is also applicable here, although in this case the data seem to agree better with the predicted trend. The ablation depth and upwards heat flux predictions agree reasonably well with the data. The trend in the superficial gas velocity data is also reasonably replicated, but the magnitude is slightly under-predicted.
Figure C-27. Melt Temperature Prediction for SNL SURC-2 Test.

Figure C-28. Ablation Front Location Prediction for SNL SURC-2 Test.
Figure C-29. Superficial Gas Velocity Prediction for SNL SURC-2 Test.

Figure C-30. Melt- Atmosphere Heat Flux Prediction for SNL SURC-2 Test.
C.3.3 Dry OECD/MCCI Tests

The OECD/MCCI Tests\textsuperscript{[17-19]} shown in Table C-1 were carried out with the overall objectives of providing data on: i) the axial/lateral power split during long term 2-D core concrete interaction and ii) the nature and extent of debris quenching following late phase cavity flooding. Tests CCI-4 and CCI-5 in the matrix were carried out under dry cavity conditions. The two walls between the tungsten electrodes were fabricated from concrete to allow the ablation to proceed laterally as well as axially. For CCI-4, the test was modeled using the 2-D notch geometry option with two ablating sidewalls (N2DCALCC=3). The width between the two adiabatic sidewalls was 0.5 m (i.e., distance between tungsten electrodes), while the width between the two ablating concrete walls was 0.4 m. Thus, the initial basemat surface area was 0.20 m\textsuperscript{2}. Since CCI-5 had only one ablating sidewall, it was modeled with the 2-D notch geometry option with one ablating wall (N2DCALCC=4). The width between the two adiabatic sidewalls was also 0.5 m for this test, but the length between the third adiabatic wall and the concrete was 0.79 m, so that the initial basemat surface area was 0.395 m\textsuperscript{2}.

For CCI-5, thermite was used to produce the melt, and so the transient surface crust formation model was used on both horizontal and vertical concrete surfaces (i.e., NABBL=2 with NABLB/NABLS=1). However, in CCI-4 a concrete/metal insert was used in order to incorporate unoxidized metal into the melt prior to onset of axial ablation. Thus, this test was calculated using the fully developed concrete dryout model (NABBL=1) since significant heatup of the underlying concrete occurred during the insert ablation phase. Both tests remained dry, and so the simulations were run assuming a floating crust boundary condition.

The concrete compositions for all five CCI tests are shown in Table C-13. For the dry cavity tests, CCI-4 utilized limestone/common sand concrete, while CCI-5 used siliceous. The concrete solidus and liquidus temperatures for these two concrete types are shown in Table C-14, along with the ablation temperatures that were assumed as part of this study. They are the same as those used for the ACE/MCCI test analyses provided previously. The CCI test section was designed to be relatively leaktight up to 70 kPa test section differential pressure; as a result, all gases arising from concrete decomposition traveled up through the melt.

The initial melt compositions for all the CCI tests are shown in Table C-15. For CCI-4, the initial composition includes the incorporation of the decomposition byproducts from the erosion of the concrete/metal inserts after accounting for the oxidation of Zr from H\textsubscript{2}O and CO\textsubscript{2} present in the inserts.\textsuperscript{[47]} Initial melt temperatures for the tests are provided in Table C-16. This table also provides the upper structure temperatures that were used in the upward radiation heat transfer calculation. The structure temperatures are based on readings taken on the sidewalls of the apparatuses above the melt surface prior. The assumed emissivity was 0.30 for all cases, which is indicative of oxide materials such as cast MgO and concrete. Finally, the input power curves for all tests are shown in Figure C-31. Time \(t=0\) in the figure and all others related to this test series corresponds to the time of melt contact with the basemat.
Table C-13. Concrete Compositions for OECD/MCCI Tests.

<table>
<thead>
<tr>
<th>Constituent</th>
<th>CCI-2</th>
<th>CCI-3</th>
<th>CCI-4</th>
<th>CCI-5</th>
<th>CCI-6</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO₂</td>
<td>30.42</td>
<td>10.0</td>
<td>24.02</td>
<td>9.50</td>
<td>8.80</td>
</tr>
<tr>
<td>H₂O</td>
<td>4.46</td>
<td>3.78</td>
<td>7.06</td>
<td>4.78</td>
<td>6.53</td>
</tr>
<tr>
<td>K₂O</td>
<td>0.56</td>
<td>0.83</td>
<td>0.54</td>
<td>0.80</td>
<td>0.98</td>
</tr>
<tr>
<td>Na₂O</td>
<td>0.32</td>
<td>0.68</td>
<td>0.39</td>
<td>0.49</td>
<td>0.67</td>
</tr>
<tr>
<td>TiO₂</td>
<td>0.14</td>
<td>0.16</td>
<td>0.17</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>SiO₂</td>
<td>22.01</td>
<td>61.32</td>
<td>26.23</td>
<td>58.30</td>
<td>54.02</td>
</tr>
<tr>
<td>CaO</td>
<td>26.42</td>
<td>17.21</td>
<td>28.07</td>
<td>20.21</td>
<td>22.58</td>
</tr>
<tr>
<td>MgO</td>
<td>11.71</td>
<td>0.87</td>
<td>9.29</td>
<td>0.92</td>
<td>0.91</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>2.54</td>
<td>3.61</td>
<td>2.81</td>
<td>3.51</td>
<td>4.06</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>1.42</td>
<td>1.53</td>
<td>1.41</td>
<td>1.33</td>
<td>1.31</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Property</th>
<th>CCI-2</th>
<th>CCI-3</th>
<th>CCI-4</th>
<th>CCI-5</th>
<th>CCI-6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tₙsolidus (K)</td>
<td>1393</td>
<td>1403</td>
<td>1393</td>
<td>1403</td>
<td>1403</td>
</tr>
<tr>
<td>Tₙliquidus (K)</td>
<td>1568</td>
<td>1523</td>
<td>1568</td>
<td>1523</td>
<td>1523</td>
</tr>
<tr>
<td>Tₙtablation (K)</td>
<td>1500</td>
<td>1450</td>
<td>1500</td>
<td>1450</td>
<td>1450</td>
</tr>
<tr>
<td>Fraction H₂O liberated</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Fraction CO₂ liberated</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table C-15. Initial Corium Compositions for OECD/MCCI CCI Tests.

<table>
<thead>
<tr>
<th>Constituent</th>
<th>CCI-2</th>
<th>CCI-3</th>
<th>CCI-4</th>
<th>CCI-5</th>
<th>CCI-6</th>
</tr>
</thead>
<tbody>
<tr>
<td>UO₂</td>
<td>242.48</td>
<td>211.41</td>
<td>169.36</td>
<td>332.29</td>
<td>562.50</td>
</tr>
<tr>
<td>ZrO₂</td>
<td>99.60</td>
<td>86.82</td>
<td>64.51</td>
<td>136.47</td>
<td>231.03</td>
</tr>
<tr>
<td>SiO₂</td>
<td>13.56</td>
<td>41.92</td>
<td>12.15</td>
<td>65.90</td>
<td>40.41</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>1.64</td>
<td>2.40</td>
<td>1.47</td>
<td>3.78</td>
<td>2.43</td>
</tr>
<tr>
<td>MgO</td>
<td>4.56</td>
<td>0.45</td>
<td>4.08</td>
<td>0.70</td>
<td>0.36</td>
</tr>
<tr>
<td>CaO</td>
<td>12.52</td>
<td>8.31</td>
<td>11.23</td>
<td>13.04</td>
<td>8.01</td>
</tr>
<tr>
<td>Zr</td>
<td>0.00</td>
<td>0.00</td>
<td>13.82</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Cr</td>
<td>25.64</td>
<td>24.06</td>
<td>14.08</td>
<td>37.82</td>
<td>55.26</td>
</tr>
<tr>
<td>Fe</td>
<td>0.00</td>
<td>0.00</td>
<td>8.97</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Total</td>
<td>400.00</td>
<td>375.37</td>
<td>299.67</td>
<td>590.00</td>
<td>900.00</td>
</tr>
</tbody>
</table>

Table C-16. Assumed Initial Melt and Boundary Temperatures for OECD/MCCI Tests.

<table>
<thead>
<tr>
<th>Test</th>
<th>Initial Melt Temperature (K)</th>
<th>Upper Structure Temperature (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCI-2</td>
<td>2150</td>
<td>750</td>
</tr>
<tr>
<td>CCI-3</td>
<td>2220</td>
<td>750</td>
</tr>
<tr>
<td>CCI-4</td>
<td>2250</td>
<td>750</td>
</tr>
<tr>
<td>CCI-5</td>
<td>2200</td>
<td>750</td>
</tr>
<tr>
<td>CCI-6</td>
<td>2320</td>
<td>750</td>
</tr>
</tbody>
</table>
C.3.3.1 OECD/MCCI CCI-4 Test

As shown in Table C-1, CCI-4 was conducted with a 78 % oxidized BWR core melt interacting with a limestone/common sand concrete crucible. The melt temperature and ablation front predictions are compared with the test data in Figures C-32 and C-33, respectively. For this test, the melt temperature is reasonably predicted while the cavity ablation is slightly over-predicted. As noted earlier, these cases were run using the Bradley slag film heat transfer model\[39\] on both the lateral and axial concrete surfaces. Thus, the lateral and axial ablation progression is identical on both surfaces. As discussed in the data report, this test experienced extensive melt foaming and so heat losses to the non-ablating sidewalls were higher than planned. Thus, the effective input power to the melt may have been reduced by as much as 33% relative to that shown in Figure C-31. This may partially explain the over-prediction of cavity ablation that is evident in Figure C-33.

C.3.3.2 OECD/MCCI CCI-5 Test

As shown in Table C-1, CCI-5 was conducted with a fully oxidized BWR core melt interacting with a siliceous concrete crucible. The melt temperature and ablation front predictions are compared with the test data in Figures C-34 and C-35, respectively. For this test, the melt temperature and axial erosion depth are reasonably predicted, but the radial ablation is extensively over-predicted. In this experiment, onset of sidewall erosion was delayed until ~ 150 minutes in the experiment sequence, and this was attributed to the presence of a resilient crust that protected the wall up until this time.\[66\] The code does not capture this effect. However, after sidewall ablation commences, the radial erosion rate prediction seems to match the data fairly well.
Figure C-32. Melt Temperature Prediction for OECD/MCCI CCI-4 Test.

Figure C-33. Ablation Front Location Prediction for OECD/MCCI CCI-4 Test.
Figure C-34. Melt Temperature Prediction for OECD/MCCI CCI-5 Test.

Figure C-35. Ablation Front Location Prediction for OECD/MCCI CCI-5 Test.
C.4 Wet Cavity Experiment Results

C.4.1 Wet OECD/MCCI Tests

The flooded cavity OECD/MCCI Tests\cite{17-19,128} provided data on the nature and extent of debris quenching under both early- and late-phase cavity flooding conditions. These tests also utilized a concrete cavity that was in the shape of a 2-D notch. As shown in Table C-1, Tests CCI-2 and CCI-3 were constructed such that the initial concrete basemat cross-sectional area was 50 cm x 50 cm, while CCI-6 was an increased scale experiment featuring a 70 cm x 70 cm basemat. The two walls between the tungsten electrodes were fabricated from concrete to allow the ablation to proceed laterally as well as axially. Thus, these tests were modeled using the 2-D notch geometry option (N2DCALCC=3) with the width between the two adiabatic sidewalls set at 0.5 m for CCI-2 and CCI-3. The width was increased to 0.7 m for CCI-6. All three tests used thermite to produce the melt, and so the transient surface crust formation model was used on both horizontal and vertical concrete surfaces (i.e., NABBL=2 with NABLB/NABLS=1). Since no large continuous voids formed between the crust and solidified debris zones for these tests, all three cases were run assuming a floating crust boundary condition after water addition.

The concrete compositions for the three tests are shown in Table C-13. CCI-2 was conducted with limestone/common sand concrete, while CCI-3 and CCI-6 used siliceous. The concrete solidus and liquidus temperatures for these two concrete types are shown in Table C-14, along with the ablation temperatures that were assumed as part of this study. They are the same as those used for the ACE/MCCI and MACE test analyses provided previously. The CCI test section was designed to be relatively leaktight up to 70 kPa test section differential pressure; as a result, all gases arising from concrete decomposition traveled up through the melt.

The initial melt compositions for the two tests are shown Table C-15, while initial melt temperatures are shown in Table C-16. The latter table also provides the overlying structure temperatures that were used in the upward radiation heat transfer calculation during the dry period of core-concrete interaction prior to water addition to the test section. Structure temperatures are based on readings taken on the sidewalls of the apparatuses above the melt surface prior to cavity flooding. The assumed emissivity was 0.30 for both cases, which is indicative of oxide materials such as cast MgO and concrete. Finally, the input power curves for the three tests are shown graphically in Figure C-31. Time t=0 in this figure and all others related to this test series corresponds to the time of melt contact with the basemat.

C.4.1.1 OECD/MCCI CCI-2 Test

As shown in Table C-1, CCI-2 utilized limestone/common sand concrete.\cite{128} The test ran dry for 300 minutes and was then flooded. The calculation was run in the same manner.

The melt temperature, ablation front location, and upwards heat flux predictions are compared with the test data in Figures C-36 through C-38, respectively, while the evolution of the various surface elevations is shown in Figure C-39. For this test, the melt temperature trend is reasonably predicted during the dry phase; after flooding, the temperatures are under-predicted. As noted earlier, these cases were run using the Bradley heat transfer model\cite{39} on both lateral and axial concrete surfaces. Thus, the lateral and axial ablation predictions identical. As shown in Figure C-37, the model slightly under-predicts the overall cavity ablation observed in the test.
Figure C-36. Melt Temperature Prediction for OECD/MCCI CCI-2 Test.

Figure C-37. Ablation Front Location Prediction for OECD/MCCI CCI-2 Test.
Figure C-38. Melt-Atmosphere Heat Flux Prediction for OECD/MCCI CCI-2 Test.

Figure C-39. Surface Elevation Predictions for OECD/MCCI CCI-2 Test.
In terms of the debris-water heat flux, the model seems under-predict the data over the first 10 minutes of the interaction. In the middle phase of the transient from 10 to 30 minutes, the agreement is reasonable, whereas over the balance of the test the heat flux is over-predicted. The results of the calculation indicate that there was a brief bulk cooling period lasting ~ 1 minute, followed by crust formation with water ingress into the crust beginning a few minutes later (i.e., at 304 minutes). Past this point, the crust steadily grows by ingress until the melt is completely quenched at 380 minutes. Melt eruptions contribute to debris cooling during this phase.

The model thus predicts a posttest debris configuration that consists of a ~ 24 cm deep debris bed layer that was effectively cooled by water ingress. The crust is covered by a debris bed formed by eruptions that weighs ~ 149 kg. The depth of the cooled crust layer remaining over the basemat is less than the ~ 30 cm layer observed in the test. Conversely, the volume of erupted material in the experiment was ~ 44 liters with ~ 50 % porosity, or ~ 22 liters with void absent. The solidified debris theoretical density was ~ 3700 kg/m³, and so the actual mass of the particle bed was ~ 82 kg. Thus, the model over-predicts the particle bed mass by ~80%.

C.4.1.2 OECD/MCCI CCI-3 Test

As shown in Table C-1, the CCI-3 experiment utilized siliceous concrete. Dry cavity operations were maintained for 108 minutes, at which time the cavity was flooded. Water was added in the calculation at the same time.

The melt temperature, ablation front location, and upwards heat flux predictions are compared with the test data in Figures C-40 through C-42, respectively, while the evolution of the various surface elevations is shown in Figure C-43. For this test, the melt temperature is reasonably predicted. In terms of ablation, the axial erosion is slightly over-predicted, whereas radial erosion is over-predicted.

In terms of the debris-water heat flux, the model under-predicts the data over virtually all of the interaction. The model indicates that the melt sparging rate is initially not high enough to preclude stable crust formation, and so crust growth begins immediately. The model predicts a crust at the debris upper surface that is 5.3 cm deep, and this agrees well with the posttest examination finding up an upper porous crust layer that was ~ 5 cm deep. This crust overlaid some intervening void pockets and a second 5-10 cm thick porous layer that sat on the balance of the solidified monolithic layer over the basemat. Thus, the model underestimates the amount of material that was solidified as porous structure in this experiment, which is consistent with the under-prediction of the debris cooling rate.

C.4.1.3 OECD/MCCI CCI-6 Test

As shown in Table C-1, the CCI-6 experiment was a large scale integral test conducted with siliceous concrete. As opposed to the earlier tests, water was added quite soon after initial melt contact with the concrete surface; i.e., at 0.7 minutes. Water was added in the calculation at this time also. Unlike other tests with siliceous concrete, substantial melt eruptions occurred during CCI-6, and so eruptions were calculated using the Rico-Spalding correlation (NENTR=2) with the proportionality constant set at E=0.08. This is the same value used for the calculation of the limestone/common sand concrete debris coolability experiments.
Figure C-40. Melt Temperature Prediction for OECD/MCCI CCI-3 Test.

Figure C-41. Ablation Front Location Prediction for OECD/MCCI CCI-3 Test.
Figure C-42. Melt-Atmosphere Heat Flux Prediction for OECD/MCCI CCI-3 Test.

Figure C-43. Surface Elevation Predictions for OECD/MCCI CCI-3 Test.
The melt temperature, ablation front location, and upwards heat flux predictions for CCI-6 are compared with the test data in Figures C-44 through C-46, respectively, while the evolution of the various surface elevations is shown in Figure C-47. For this test, the melt temperature trend shows an increase following the initial bulk cooling transient. This is due to the fact that the calculated melt solid fraction (and corresponding viscosity) was quite high during the initial phase of the experiment (i.e., 0.9 to 0.95), and so the corium heated to the point where input power could be dissipated by convection to the pool boundaries.

In this experiment, onset of sidewall erosion was delayed until ~ 22 minutes in the sequence. Like CCI-5, this was attributed to the presence of a crust that protected the wall up until this time.[66] After sidewall ablation commenced, the radial erosion rate was significantly larger than the axial rate. The model over-predicts the radial ablation, and under-predicts the axial.

In terms of the debris-water heat flux, the model under-predicts the first few minutes of the interaction. Thereafter, a sustained heat flux in the range of 500-700 kW/m² is predicted, which includes the combined effects of water ingestion and melt eruption cooling mechanisms. In reality, eruptions occurred over the time intervals from 4 to 7 minutes and from 21 to 26 minutes. Complete debris quench is predicted to occur by 61 minutes.

The posttest debris configuration is predicted to consist of a ~ 6 cm deep particle bed formed by melt eruptions that overlies a porous crust layer that is ~ 18 cm deep. The particle bed formed by melt eruptions weighs 134 kg, which can be compared to the experimentally measured value of 186 kg. Posttest examinations revealed the presence of large region of fractured crust material beneath this bed, which is qualitatively similar to the model prediction.
Figure C-45. Ablation Front Location Prediction for OECD/MCCI CCI-6 Test.

Figure C-46. Melt-Atmosphere Heat Flux Prediction for OECD/MCCI CCI-6 Test.
C.5 Summary

A series of single-node validation calculations have been carried out with CORQUENCH4.1 to provide an indication of the predictive capability. The matrix includes nine dry cavity experiments and seven tests in which the cavity was flooded at some point in the experiment sequence. For the dry 1-D cavity tests, an attempt has been made to provide an assessment of the modeling uncertainties by comparing the end-of-test ablation depth and melt temperatures with the code predictions. This comparison is provided in Table C-17. Errors in ablation depth predictions range from -22 to +30 %. Similarly, variations in melt temperature predictions range from -11 to +16 %.

A similar type of comparison is not as practical for the wet cavity tests since there are large variations in cavity design (i.e., 1-D vs. 2-D) and timing of cavity flooding. Furthermore, many tests experienced crust anchoring and so the test progression deviated substantially from that expected at plant scale. However, the general observation can be made that the melt-water heat transfer models incorporated in the code provide the opportunity to predict the posttest debris morphology which in most cases agreed at least qualitatively with that observed in the tests. Furthermore, in many cases the magnitude of the heat transfer to overlying water was under-predicted. Improvements in heat transfer and posttest morphology predictions could be achieved by fine tuning code input related to melt eruption and water ingestion cooling mechanisms, but this type of activity lies beyond the current scope of work.
Table C-17. Summary of CORQUENCH4.1 Validation Results Against 1-D Dry Cavity Tests.

<table>
<thead>
<tr>
<th>Test</th>
<th>Corium/Concrete</th>
<th>End-of-Test Ablation Depth, cm</th>
<th>% Deviation</th>
<th>End-of-Test Melt Temperature, K</th>
<th>% Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Actual</td>
<td>Calc.</td>
<td>Deviation</td>
<td>Actual</td>
</tr>
<tr>
<td>L2</td>
<td>70 % Oxidized PWR/Siliceous</td>
<td>14</td>
<td>13.9</td>
<td>-0.7</td>
<td>2400</td>
</tr>
<tr>
<td>L4</td>
<td>50 % Oxidized BWR/Serpentine Over Siliceous</td>
<td>19</td>
<td>21.6</td>
<td>+13.7</td>
<td>2250</td>
</tr>
<tr>
<td>L5</td>
<td>100 % Oxidized PWR/LCS</td>
<td>10</td>
<td>13</td>
<td>+30.0</td>
<td>1880</td>
</tr>
<tr>
<td>L6</td>
<td>30 % Oxidized PWR/Siliceous</td>
<td>18</td>
<td>14.1</td>
<td>-21.7</td>
<td>2140</td>
</tr>
<tr>
<td>L8</td>
<td>70 % Oxidized PWR/L-L</td>
<td>15</td>
<td>17.8</td>
<td>+15.6</td>
<td>2090</td>
</tr>
<tr>
<td>SURC-1</td>
<td>70 % Oxidized PWR/L-L</td>
<td>27</td>
<td>28.1</td>
<td>+4.1</td>
<td>1880</td>
</tr>
<tr>
<td>SURC-2</td>
<td>70 % Oxidized PWR/Basalt</td>
<td>25</td>
<td>31.3</td>
<td>+25.2</td>
<td>2120</td>
</tr>
</tbody>
</table>

^1Includes depth of concrete-metal inserts for ACE-MCCI tests; ^2at 100 minutes.
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