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SUMMARY 
This report has been assembled to address the seventh milestone of the project entitled 

“Modeling Strategy to Assess Radiation Induced Segregation and Phase Stability in Austenitic 
Steels in Light Water Reactors during Extended Service,” (also listed under “Irradiation-Induced 
Phase Transformations in High-Fluence Core Internals”) which was defined as follows:  

September 30, 2015:  M3LW-15OR0402053 - complete report on the application of cluster 
dynamics model to establish radiation enhanced diffusion parameters.   

The document summarizes our deliverables for the above milestone. It further discusses the 
application of this model to precipitation modeling, which was the motivation for building the 
model.  Specifically, we discuss radiation enhanced diffusion and precipitation of carbides and γꞌ 
in cold-worked 316 stainless steels (SS). Section 1 describes the governing equations of the 
defect evolution cluster dynamics (CD) model and its parameterization for 316 SS. The CD 
model is fitted to experimental loop size and number density and then it is used to predict the 
evolution of single vacancies and total dislocations. Section 2 covers the modeling of 
precipitation of second phases in cold-worked 316 SS. First the equilibrium thermodynamics of 
available phases under LWR conditions is discussed. Then the predicted single vacancy and total 
dislocation values from section 1 are used to study the evolution of carbides and γꞌ in cold-
worked 316 SS. The CD-informed thermo-kinetic model successfully captures the evolution of γꞌ 
volume fraction in cold-worked 316 SS under irradiation. For carbides the modeling results are 
not consistent with experimental data. We propose that radiation enhanced dissolution or carbon 
depletion at sinks could be the main sources of this inconsistency and are topics that should be 
addressed in future work. We build the model for fast reactor conditions due to the availability of 
extensive experimental data and then use the model to gain insight into behavior under LWR 
extended life conditions.  

We note that the goals of this work are not to develop a highly quantitative model for 
precipitation, which is beyond the scope of the project. Our goal is instead to combine what is 
known from previous models and experiment in whatever ways possible to assess the qualitative 
features of austenitic 300 series alloy precipitation under irradiation. Our focus is on such issues 
as time scale for precipitation, radiation enhanced vs. induced formation, and qualitative volume 
fractions that will dominant the hardening effects. The models we have developed have been 
quite successful in achieving these qualitative goals and the key results from this work are (for 
neutron irradiations at 300-400 °C in 316 and 304 SS): 

1. Carbide phases are radiation enhanced phases (i.e., their precipitation would occur at 
equilibrium but the kinetics is enhanced by irradiation) and perhaps also impacted by 
radiation enhanced dissolution and/or carbon segregation. 
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2. G-phase and γꞌ are radiation induced phases (i.e., their precipitation would not occur at 
equilibrium but radiation induces their formation). 

3. Sigma and Laves are kinetically inhibited phases (i.e., they are thermodynamically stable 
but do not form due to kinetic limitations).  

4. Volume fraction of carbide in test reactor measurements is governed by competition of 
radiation enhanced precipitation and radiation enhanced dissolution. Under LWR 
conditions, the lower dose rate is expected to weaken the radiation induced dissolution 
and increase the carbide volume fraction vs. fast reactors for similar dose. Carbide 
volume fraction may reach up to ~1.2% under LWR conditions for the 316 SS 
composition we studied.  

5. In cold-worked 316 SS the γꞌ is the dominant radiation induced phase and G-phase is 
suppressed. γꞌ nucleates at Frank loops and radiation induced segregation governs the 
time scale of formation of γꞌ. 

6. At LWR temperature range (~300 °C) the excess vacancies due to irradiation can 
enhance the substitutional elements diffusion ~107 times.  

7. In fast reactors temperature range (e.g. 390 °C in Phénix [1]) the M6C is the dominant 
phase after 25 dpa, while in LWR conditions (275 °C) the transformation of M23C6 to 
M6C is slow and M23C6 is the dominant phase up to 100 dpa.  However, these dpa values 
are quite approximate due to uncertain interfacial energies. 

8.  If we assume that the radiation induced segregation on dislocations is similar to radiation 
induced segregation on grain boundaries at LWR conditions, the volume fraction of γꞌ 
could reach up to 3.5% in 20 dpa. Again, the dpa value is approximate due to the 
uncertainties in interfacial energies.         

We note that this is the final report on this part of the project so we have included the complete 
results on this work for easy reference.  A paper for publication is also in preparation. 
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1 Overall approach to modeling precipitation in austenitic stainless steels 

Precipitation in austenitic stainless steels (SS) under irradiation is one of the life limiting 
factors of structural materials in a reactor core. Specifically, precipitation could lead to steel 
hardening and embrittlement. This situation is more critical under LWR extended life conditions, 
as there is limited experimental data to address the materials behavior under such low-flux, high-
fluence conditions. In the absence of experimental data, modeling techniques can help us to gain 
insight into materials behavior under LWR extended life conditions.  

There are two recent works with an emphasis on thermodynamic and kinetic modeling of 
austenitic stainless steel precipitates under nuclear power plants conditions. Yang and Busby [2] 
used the Calphad (Calculation of Phase Diagram) approach and developed a thermodynamic 
database, OCTANT (ORNL Computational Thermodynamics for Applied Nuclear Technology), 
for austenitic stainless steels with a focus on reliable thermodynamic modeling of precipitate 
phases in AISI 316. Then they coupled the thermodynamic database with precipitation kinetics 
simulation (using MatCalc package [3]) to study the thermal aging of 316 SS. Shim et al. [4] 
used the same methodology (Calphad database + MatCalc) to study the thermal aging of 316 SS 
at 400 °C. They also studied the aging behavior of alloys with a radiation induced segregation 
(RIS) composition to gain insight into radiation induced precipitates (RIP). In both these works 
authors commented on the lack of radiation enhanced diffusion (RED) and proper dislocation 
evolution in their modeling as the key missing information which held them back from proper 
modeling of 316 SS under irradiation. Valid estimation of RED is critical in obtaining correct 
time scales of precipitation and a realistic dislocation density is necessary both to model the RED 
and because dislocations serve as nucleation sites for many precipitates in 316 SS under LWR 
conditions.  

To address the aspects lacking in previous works we developed an integrated model which 
combines the Cluster Dynamics (CD), OCTANT, and MatCalc. We use multiple programs as no 
one set of codes provides all the necessary modeling tools. The CD model tracks the evolution of 
defects under irradiation and gives us the evolution of single vacancy (and consequently RED) 
and total dislocation. The CD predicted RED and dislocation go into MatCalc as input data. For 
radiation induced phases (RIPs), which occur primarily around dislocation loops, we use a 
simple model that assumes that RIPs form inside a cylindrical region around the dislocations 
loops, where this region is assumed to have the appropriate RIS composition. Using the RIS 
composition to study the RIP is similar to the approach used by Shim et al. [4]. However, in this 
work, we use the cylindrical model to address the RIP more quantitatively in cold-worked 316 
SS (details are given in section 4.4). The developed methodology in this work is general and can 
be extended to other alloys. 
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2 Models developed 

In this work we develop models for three different irradiation conditions and utilize 
somewhat different parameters and approaches for each case.  To avoid confusion we summarize 
the conditions, parameters, and approaches here. The three irradiation conditions are    

1. Fast reactors at low temperature (9.4 × 10-7 dpa/s and 320 °C). 
2. Fast reactors at medium temperature (9.4 × 10-7 dpa/s and 390 °C). 
3. PWR conditions at intermediate temperature (1 × 10-7 dpa/s and 343 °C).  
4. LWR conditions at low temperature (7 × 10-8 dpa/s and 275 °C).  

We model the first set of conditions (section 3.3), to validate the CD model for point defects 
and loops as there are available several consistent experimental data on loop behavior for these 
conditions. We model the second set of conditions (section 4.3 and 4.4) to explore the ability to 
predict precipitation because of the availability of experimental data on precipitation at these and 
similar conditions. Finally, we model the third and fourth set of conditions (section 5) to gain 
insight into austenitic steels phase instability and precipitate evolution under the conditions of 
most importance for practical applications, which are for LWRs under extended life conditions. 

The CD model we develop has many parameters taken from the literature but only one fitting 
parameter that we adjust for to fit specific dislocation loop data sets under specific conditions in 
this work, which parameter is the binding energy between two interstitials ibE 2 . For the first set 

of conditions we find eVE ib 43.02 =  as the best fitting parameter to reproduce the experimental 

loop size and number density. For the second and third set of conditions we find eVE ib 5.02 =  
and Eb2i = 0.6eV  best  reproduce the experimental loop data. For the fourth set of conditions we 
find that eVE ib 43.02 =  predicts the experimental loop behavior fairly well, which is the same 
value used for the first set of conditions. 

As described in section 1, our general approach is to use the CD model to predict the 
evolution of the dislocation loop density and vacancy concentration, which are then used as input 
for sink strength and radiation enhanced diffusion modeling within the MatCalc code.  However, 
for modeling γꞌ precipitation under the second set of conditions we only use the CD model to 
predict vacancy concentration, and the dislocations density is taken directly from the mean value 
of experimental results (see section 4.4).  
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3 Cluster Dynamics modeling of defects  

3.1 Governing equations 

Cluster Dynamics (CD) is a computational technique for predicting microstructural evolution 
and it is frequently applied to precipitation problems or defect cluster evolution in materials 
under irradiation. In Cluster Dynamics, the system is described as a gas of non-interacting 
clusters. The clusters are defined by a single parameter, their size (or equivalently, the number of 
atoms they contain).  

In CD modeling of defect clusters the principle of the model is to describe a population of 
defects by their size distribution. The evolution of these populations is obtained through 
‘chemical kinetics’ in a homogeneous medium, where the probability of a cluster of size n  to 
become a cluster of size 1+n  or 1−n  depends on its rate of absorption or emission of a vacancy 
or an interstitial. These kinetics depend on the available population of mobile defects.  

The main parts of the CD model developed here are: 

• Rate of defect production from irradiation cascade,  

• Recombination rate of point defects, 

• Absorption and emission rates of point defects by the defect clusters (loops and voids), 

• Annihilation kinetics on fixed sinks like grain boundaries, 

• Annihilation kinetics on dislocations and resulting evolution of the dislocation network.      

The model will contain a series of coupled ordinary differential equations that capture the 
evolution of point defects and bigger clusters. The solution of these equations is obtained by 
direct integration of equations using the CVODE solver [5]. Our approach to building this model 
will be to use existing models and then alter them as needed to yield agreement with known data 
on loop evolution.  

The modeling approach is taken from references [6-10]. The generation of defects from the 
cascade is taken from [11] which considers the formation of clusters of size higher than 4 
unlikely. The defect generation terms are 
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Similar expression can be written for )(nGv . dpaG  in these equations is the damage rate in 

the reactor,  η  is cascade efficiency and inf  is the fraction of clusters on size n  and type i  
surviving the reorganization events following the cascade.  

Assuming that only monomer defects are mobile the governing equations for defect evolution 
for clusters bigger than 2 atoms would be as follows [6-10].  Note that in all the equations below 
we focus on writing the equations for interstitials. Analogous equations exist in each case for 
vacancies but to avoid having a repetitive document we have left these out.  The analogous 
equations have exactly the same format but the variables would have subscripts of “v” for 
vacancy in place of “i” for interstitial and vice-versa.  
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here i and v refer to interstitials and vacancies (either as point defects or cluster types (i.e., loops 
and voids, respectively)), the )(nCθ  is the concentration per lattice site of clusters of type θ  (θ  

can be type interstitial (i) or vacancy (v)) containing n  atoms, )(nGθ  is the production rate of 

cluster of size n , 1, +naθ  and 1, −ncθ  are the rate of transferring the clusters of size 1+n  and 1−n  

to cluster n  respectively and nb ,θ  is the rate of losing clusters of size n .    

In these equations the )(', n
θθ

β  and )(', nθθα  are the rate of absorption and emission of a 

defect of type 'θ  by a cluster of type θ  and size n  respectively and they are defined as  
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In above equations the )(nrθ  is the size of the cluster of type θ  containing n  point defects, 

atV  is the average atomic volume of the steel, T  is the temperature, and k  is the Boltzmann 

constant. Critical parameters in the above equations (6-11) are the bias factors )(nZ cθ  of cluster 
of size n . This bias for interstitial clusters can be defined as (an analogous expression exists for 
vacancies) [7], 
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where iZ  is the bias factor for an infinite straight dislocation for the interstitial point defects, a  

is the lattice parameter, b  the Burgers vector and iZ1  and ia1  are parameters used to describe the 

evolution of the bias icZ  with the size of the clusters.  

The equations 10 and 11, which represent the parameters controlling emission in the CD 
model, are highly dependent on binding energy. Based on molecular dynamics simulation the 
binding energies for interstitials in iron can be described by the following expression [12, 13],  
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where fiE  is the formation energy of interstitial point defects, n  is the number of atom in cluster, 

and ibE 2  is the binging energy for a cluster of size two. We will use this parameterization for the 
present austenitic systems as well. A corresponding expression also exists for vacancies [9].  
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The evolution equation for monomer interstitial is (an analogous expression exists for 
vacancies) [8, 9],   
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where the ivR  is the characteristic annihilation rate of vacancy and interstitial, a
id ,τ  and a

igh,τ  are 

characteristics times for annihilation on dislocations and grain boundaries, and a
jτ  and e

jτ  are the 

characteristic times for absorbing or emitting a defect of type j  by the population of interstitial 
or vacancy clusters of size up to n .  These variables can be expressed using the variables above 
as 
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where vD  and iD  are the vacancy and interstitial diffusion coefficients respectively, ivr  is the 

vacancy/interstitial recombination distance, ρ  is the network dislocation density, and gd  is the 

grain boundary size.   

Finally, the evolution equation for dimer interstitials (an analogous expression exists for 
vacancies) is  
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Solving the coupled master equations (Eqs. 2, 14, 21) and corresponding equations for 
vacancies one can capture the evolution of defects clusters during irradiation. 

3.2 Parameters for 316 stainless steels  

In CD modeling of defect clusters two sets of parameters are needed; 1) material parameters 
and 2) irradiation parameters. The goal is to find the best set of parameters that successfully 
reproduce the experimental data, in our case loop size and loop number density. Austenitic 
stainless steels have been the focus of several studies [9, 14-17]. However, there is no established 
set of parameters for stainless steel CD models in the literature that cover all the complexity of 
defect cluster formation in these alloys. The material parameters used in this study are listed in 
Table 1. In this study we focus on cold-worked 316 SS in order to have a concrete system for 
comparison.  Similar approaches, likely with some tuning of parameters, can be adapted for other 
processing conditions for 316 SS and for 304 SS. 

 Table 1. Material parameters for 316 stainless steels. 

Parameter Value Reference 

Lattice parameter, 0a  3.61 Ǻ  

Interstitial migration energy, miE  0.2 eV [14] 

Vacancy migration energy, mvE  1.37 eV [9] 

Interstitial pre-exponential, iD0  1.0×10-7 m2/s [9] 

Vacancy pre-exponential, vD0  0.6×10-4 m2/s [9] 

Interstitial formation energy, fiE  4.1 eV [9] 

Vacancy formation energy, fvE  1.61 eV  [18] 

Vacancy formation entropy, fvS   1.73 k  [18] 

Binding energy of interstitial dimer, ibE 2  0.43 eV (at 275 °C, 
320 °C), 0.50 eV 

Fitting parameter in this 
work (see Sec. 3.3) 
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(at 390 °C), 0.60 
eV (at 343 °C), 

Binding energy of vacancy dimer, vbE 2  0.5 eV [9] 

Recombination radius, ivr  0.7 nm [9] 

Dislocation density, 0ρ  1 × 1014  m-2 [9] 

Average grain size, d  40 µm [9] 

Burgers vector of the loop assumed to be prismatic, 
b  3/a  [15] 

Capture efficiency for interstitial by dislocation net, 

iZ  1.1 [9] 

Capture efficiency for vacancy by dislocation net, 

vZ  1.0 [9] 

iZ1  42.0 [9] 

vZ1  35.0 [9] 

  The other set of parameters is the irradiation parameters. These parameters characterize the 
irradiation conditions, which include the environmental parameters, e.g. temperature, damage 
rate and the in-cascade clustering behavior of the target material. Table 2 shows the irradiation 
parameters used in this work.  

Table 2. Irradiation parameters used in CD-defect model.   

Parameter Value Reference 

Temperature, T  275 °C, 320 °C, 
343 °C, 390 °C  

See text for references of  
specific values 

Dose rate,  dpaG  7 ×10-8, 1 ×10-7, 9.4 
×10-7 dpa/s 

See text for references of  
specific values 

Damage efficiency, η  0.15 [9] 

Dimer interstitial fraction in cascade, 2if  0.2 [9] 
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Trimer interstitial fraction in cascade, 3if  0.2 [9] 

Four-interstitial fraction in cascade, 4if  0.06 [9] 

Dimer vacancy fraction in cascade, 2vf  0.06 [9] 

Trimer vacancy fraction in cascade, 3vf  0.03 [9] 

Four-vacancy fraction in cascade, 4vf  0.02 [9] 

3.3 CD results and predictions for dislocation density and vacancy concentration

By solving governing equations in section 3.1 along with parameters in section 3.2 we are 
able to capture the loop evolution in 316 SS under neutron irradiation. We fit the model with 
three sets of experimental data, which are chosen for the following reasons. First, these 
experiments are all conducted at 320 °C under neutron irradiation, making them highly relevant 
for LWR conditions.  Furthermore, these studies go to quite high doses (up to 30 dpa), so large 
dose effects can be captured.  Finally, these experiments also were all conducted at the BOR-60 
reactor, so the data are expected to be more consistent than samples collected from more varied 
environments. Figure 1 shows the evolution of loop size and number density in 316 SS under 
neutron irradiation at 320 °C from these three experimental data sets, along with our modeling 
result. 

  
Figure 1. Loop size (a) and loop number density (b) evolution in 316 SS at 320 °C under 9.4×10-7 

dpa/s neutron irradiation.   

Our CD modeling of defect evolution uses just one fitting parameter, ibE 2 , while the other 
parameters are selected from literature, as shown in Table 1 and Table 2. Pokor et al. [9] reported 
the interval of 0 to 2 eV for ibE 2  as an acceptable interval based on experimental data available 
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in the literature. We gridded the 0 to 2 eV space and found eVE ib 43.02 =  as the best value to 
reproduce the loop sizes and number density in Figure 1.  

After finding the appropriate parameters for the CD model to reproduce the loop size and 
number density evolution, we use the CD model to predict the evolution of single vacancy and 
total dislocation concentrations, as these are critical for modeling precipitation. The single 
vacancy and total dislocation concentrations were then fit with simple functional forms, which 
were incorporated into the precipitation model as input data. Extra single vacancies generated 
during irradiation will enhance the diffusion of substitutional elements as following [19], 

th
th
V

irr
Vth

th
V

irr
Vth

th

th
irr
VV

irr
X XXX

sd

X D
C
CD

C
CD

D
D

CDD ×≈+≈+≈
1

1

1

1
1 )1(][ , (22) 

where irr
XD  ( th

XD ) is the radiation enhanced (thermal) diffusion coefficient of element X, VD  is 

the diffusion coefficient of vacancy, irr
VC1  ( th

VC1 ) is the concentration of single vacancies under 

irradiation (thermal equilibrium) and th
sdD   is the self-diffusion coefficient. In addition, irradiation 

induced faulted loops increase the nucleation sites for those phases that nucleate at dislocations. 
Figure 2 shows the evolution of single vacancy and total dislocation concentrations and their 
curve fitted functions versus time (in seconds). We note that in adopting these curves for use in 
our simulations we are assuming that the CD model results can be applied in the complete alloy 
simulation. In particular, this assumes that the precipitates do not significantly impact the defect 
concentrations.  This is a reasonable approximation given the generally low precipitate 
concentrations in these alloys [20-22].   

  
Figure 2. Evolution of total dislocation density (a) and single vacancies concentration (b) in 316 SS 

at 320 °C under 9.4×10-7 dpa/s neutron irradiation. Note that the CD model results (CD-Defect) are under 
the fitted red line in figure (a). 
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4 Precipitation in 316 stainless steels under irradiation  

4.1 Thermodynamics 

To capture the thermodynamics of 316 SS we use OCTANT (ORNL Computational 
Thermodynamics for Applied Nuclear Technology) database [2, 23, 24]. OCTANT includes Fe, 
C, Cr, Ni, Mn, Mo, and Si with a focus on thermodynamic modeling of AISI 316 austenitic 
stainless steels. In this work we use the same material composition as used in reference [1]. The 
chemical composition of the alloy we will model is listed in Table 3. Minor alloying elements 
like P, S, Cu, Al, B, Nb, and Ti were not considered in this work.  

Table 3. Chemical composition (wt.%) of 316 SS [1].   

Alloy Fe Cr Ni Mn Si C Mo 

316 SS Bal. 16.6 10.6 1.12 0.68 0.054 2.25 

For the composition in Table 3 OCTANT predicts α ferrite at low temperatures [2]. However 
under routine processing conditions of austenite steels, the presence of α ferrite in the 
microstructure is rare, presumably due to kinetic limitations. Therefore, we suspend α ferrite in 
the phase calculations. Figure 3 shows the calculated equilibrium phases and their mole 
fractions, without α ferrite, in 316 SS from 200 °C to 1500 °C. 

 
Figure 3. Calculated equilibrium phase mole fraction vs temperature (°C ) for 316 SS. 

The phase fraction study (Figure 3) shows that FCC (austenite), Sigma, Laves, and M23C6 are 
stable phases at temperatures around 300 °C. However, reported experimental data on 
precipitates in 316 SS under irradiation at LWR temperature range (~ 300 °C) do not show 
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Sigma and Laves phases [1, 21, 25-28]. This fact indicates that Sigma and Laves are kinetically 
inhibited phases in 316 SS under LWR conditions. We note that the low temperature data is 
exclusively from Calphad predictions and no validation has been done at temperatures lower 
than 400 °C.  For convenience we provide a summary of the volume fractions of precipitates we 
have extracted from the literature in section 10. 

4.2 Kinetics 

We combine the thermodynamics from Sec. 4.1 with the radiation defects modeling from 
Sec. 3.3 to determine the precipitation behavior in 316 SS under irradiation. For the kinetics part 
of the study we use the thermo-kinetic software package MatCalc developed by Kozeschnik et 
al. [3]. MatCalc treats the kinetics of microstructural processes based on classical nucleation 
theory and evolution equations for the radius and composition of each precipitate derived from 
the thermodynamic extremum principle [29].  

Precipitation simulation needs four sets of data as input; 1) thermodynamic property 
database, 2) mobility database, 3) interfacial energies, and 4) microstructure information 
(specifically, precipitate nucleation sites). For the thermodynamic database we used OCTANT 
and for the mobility database we used MatCalc mobility database (mc_fe2.006) for steel, which 
contains elements mobility data for face-centered-cubic (FCC) and body-centered-cubic (BCC) 
steels. Interfacial energies for the interface of precipitate and matrix depend on degree of 
coherency, crystallographic misorientation, elastic misfit strains, and solute segregation. Because 
of this complexity, interfacial energy generally cannot be reliably enough measured from direct 
experiment or calculated from atomistic methods and it is usually treated as a fitting parameter in 
precipitation modeling. MatCalc uses a generalized nearest-neighbor broken bond (GNNBB) 
model for calculation an estimate of the interfacial energy [30] and we use these default values 
for our present, mostly qualitative, models. Finally, the microstructure information, specifically 
the initial dislocation density and grain size depend on heat treatment history of individual alloys 
and we use the values from Pokor et al. [9] which are given in Table 1. 

To incorporate the effect of irradiation on precipitation we modify the MatCalc input 
parameters from those for thermal aging modeling to include CD-predicted RED and dislocation 
density, which we briefly discuss here. The RED is included by adding in the effects of excess 
vacancies from radiation on elemental diffusion. We assume the elemental diffusion is 
dominated by vacancies. Therefore, the diffusion enhancement factor can be calculated by the 
function in Figure 2 (b) and applying Eq. (22). The challenge of including dislocation density is 
that generally, in precipitation under aging, the background dislocation is assumed to be 
stationary, which means the number of nucleation sites is unchanging during precipitation. This 
assumption is not correct for materials under irradiation as the Frank loops, induced by 
irradiation, are evolving and consequently nucleation sites are changing with time. Thus, the 
function in Figure 2 (a) is used to define time dependent matrix dislocation properties in MatCalc 
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Experimental observations report the formation of carbide phases (including M23C6 and 
M6C), γꞌ and G-phase in standard 316 SS under LWR conditions [1, 20-22, 25, 31, 32] (further 
data provided in section 10). Among these phases, carbides are the most common second phases 
in stainless steels and they form easily under aging [2]. Unlike carbides, γꞌ and G-phase have not 
been observed in standard 316 stainless steels under thermal aging. These phases are generally 
Ni-Si rich clusters which form because of radiation induced segregation of Ni and Si to sinks 
(dislocations, grain boundaries, voids surfaces etc.). In the sections below we first discuss the 
precipitation of carbides and then the γꞌ and G-phase. 

4.3 Carbides 

Formation of carbides in stainless steels is well established. M23C6 is one of the first 
precipitate phases that show up in 316 SS under aging [33] and its thermodynamics has been 
extensively studied at high temperatures [33, 34].  

A question of some interest to the community is how we expect radiation to enhance carbide 
kinetics, if at all. Excess vacancies introduced by irradiation enhance the diffusion of 
substitutional elements and have minor effect on interstitial atoms. In M23C6 the M sublattice 
includes substitutional elements (Cr, Fe, Mn, Mo, Ni) but carbon comes from interstitial sites. 
Therefore, radiation induced excess vacancies only enhance the M sublattice elements in M23C6. 
Diffusion coefficient databases show that carbon is the fastest diffusing element in 316 SS under 
thermal aging [35] and consequently the kinetics of precipitation of carbide phases is controlled 
by M elements, which are the slowest diffusers in the compound. Under irradiation the mobility 
of M elements increases dramatically, which means that carbides formation kinetics is expected 
to be enhanced by irradiation.  However, it is important to assess whether carbon is still the 
fastest diffusing element in the carbides under irradiation, as the extent of the radiation 
enhancement will be reduced if carbon becomes the limiting element, since it is not impacted 
significantly by the irradiation. To estimate the enhancement of M elements we note that the 
concentration of excess single vacancies under irradiation converges to ~1022 m-3 based on 
Figure 2. At 320 °C the thermal concentration of single vacancies is about 1016 m-3 
( )exp()exp(1 kTEkSC fvfv

eq
V −=  where fvS  is the vacancy formation entropy, fvE  is vacancy 

formation energy, k  is Boltzmann constant, and T  is temperature – see Table 1 for values). 
Comparing the vacancy concentration under irradiation and thermal aging shows that irradiation 
will enhance the diffusion coefficients of substitutional elements by a factor of ~1022/1016=106. 
Table 4 shows the thermal and irradiation enhanced diffusion coefficient of carbon and M 
elements (Cr, Fe, Mn, Mo, Ni) in 316 SS at 320 °C. Diffusion coefficient data under irradiation 
show that the radiation enhanced diffusivity of M elements are still less than carbon, which 
indicates that M elements will still control the kinetics of carbide formation under irradiation at 
320 °C and 9.4×10-7 dpa/s. For LWR conditions the neutron flux is lower than 9.4×10-7 dpa/s, 
which is expected to even further reduce M diffusion versus carbon. Therefore, the carbide 
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formation kinetics is expected to be enhanced by radiation, and the enhancement is expected to 
arise from the total enhancement of the transport of the metal atoms, without additional limiting 
factors associated with C. 

Table 4. Diffusion coefficient of carbides components in 316 SS at 320 °C (from MatCalc mobility 
database, mc_fe2.006).  

Element Tracer diffusion coefficient at FCC (m-2/s) Radiation enhanced diffusion (m-2/s) 

C 6e-20 6e-20 

Cr 1e-29 1e-23 

Fe 9e-30 9e-24 

Mn 8e-29 8e-23 

Mo 2e-29 2e-23

Ni 2e-30 2e-24 

 

By incorporating enhanced diffusion of M atoms and dislocation evolution (which alters 
heterogeneous nucleation sites) in our thermo-kinetic model, we are able to model the carbides 
precipitation under irradiation. Since we have better experimental data on carbides precipitation 
at temperature around 390 °C [1, 25, 26, 28] we focus on this temperature range. The CD model, 
that we developed and parameterized in Section 3, needs to be refitted to match the loop size and 
loop number density (at 390 °C) reported in Ref. [1]. Figure 4 and Figure 5 show the predictions 
for the refit model compared to the experimental results. 

  
Figure 4. Loop size (a) and loop number density (b) evolution in 316 SS at 390 °C under 9.4×10-7 

dpa/s neutron irradiation (experimental data are from Ref. [1]).   
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Figure 5. Evolution of dislocation density (a) and single vacancies concentration (a) in 316 SS at 

390 °C under 9.4×10-7 dpa/s neutron irradiation (experimental data are from Ref. [1]).  

We find that 5.02 =ibE  eV can reproduce the experimental results well. It is not likely that 

70 °C change in temperature would actually change ibE 2  0.07 eV. We assume this difference is 
due to the fact that this fitted energy is compensating for other changes with temperature that the 
CD model does not capture. Figure 6 shows both modeling and experimental data of carbides 
volume fraction in 316 SS at a range of temperatures lower that 400 °C under radiation (9.4×10-7

dpa/s). Most experimental data show very low carbide volume fraction even up to 100 dpa. In 
addition to the reported data in Figure 6, Tan et al. [20] and Edwards et al. [21] also reported 
very small nanoscale carbide precipitates under irradiation at BOR-60 at 320 °C, which further 
supports the result that there is very little carbide precipitation under irradiation.     

 
Figure 6. Evolution of total carbides (M23C6 + M6C) volume fraction compared to experimental data 

[1, 25, 28] (modeling dose rate = 9.4 × 10-7 dpa/s).  
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Comparing the volume fraction of carbides predicted by CD-informed thermo-kinetic model 
with experimental data generally shows an order of magnitude difference. Modeling under the 
conditions of Figure 6 predicts a very rapid fast formation of a 1.2% volume fraction M23C6 (this 
phase saturates within ~0.1 dpa), which then gets replaced gradually by M6C while increasing to 
a final volume fraction of 1.7%. Formation of M6C has been reported at high temperature 
(650 °C) aging of 316 SS [33]. Goldschmidt proposed that M6C may form through reaction of 
M23C6 with Mo as follows [36], 

CMCMoCrFeCM MohrCMo
66221

)1500/650(
623 ),( ⎯⎯→⎯⎯⎯⎯⎯⎯⎯ →⎯ ++  

 Despite the high volume fraction of carbide in modeling, the bulk of experimental data show 
a steady state volume fraction in the order of 0.1%. The exception is the data of Allen et al. [28], 
particularly the value at ~30 dpa, which shows a volume fraction of about 1.3% (all precipitate 
formation percentages are given as volume fractions in this report unless otherwise labeled). 
MatCalc calculates the molar fraction of precipitates. We convert the outputs of MatCalc to 
volume fraction by using the relations provided in section 9. While we cannot presently be sure 
of the explanation of the differences in this data vs. other experiments, it is observed that the 
highest value is comparable to the values predicted by our model.  

We note that for carbide precipitation we use the initial 316 SS bulk composition and ignore 
the effect of RIS on bulk composition. This approximate is reasonable because the carbide forms 
very quickly on the timescale of the RIS, which takes tens of dpa to saturate. However, one 
effect of RIS on carbide could be a shift in M23C6 to M6C transformation. Aging studies suggest 
that carbide forms on dislocations and grain boundaries [33]. After carbide formation, the 
composition at these dislocations and grain boundaries would gradually change due to RIS. 
Specifically, RIS would deplete the Mo at sinks (Table 5) which is believed to facilitate the 
M23C6 to M6C transformation [33, 36]. Therefore, the M23C6 to M6C transformation might 
become slower due to Mo depletion through RIS.   

 To determine the source of the discrepancy between the model and experiments we first 
considered possible errors in the model thermodynamics. We benchmarked our thermodynamic 
database against aging experimental data at high temperatures where kinetics allows the system 
to reach equilibrium. The key question we seek to answer is whether the carbide saturation level 
of volume fraction (1.2-1.7%) is reasonable or not. It is well known that M23C6 is the first 
emerging second phase in 316 SS during aging and it reaches to its saturation level fairly fast 
[33]. The saturation level of carbides is also known experimentally to vary between 1-2 wt.% 
depending on carbon initial concentration [34].  Given that our irradiation experiments are at 
lower temperature than the experiments in Ref. [34] (this reference has several aging 
experiments in the range of 600-700 °C) we expect similar or higher concentrations of carbides 
at equilibrium. Therefore, our rapid formation of 1.2% carbide followed by additional growth to 
1.7% is not surprising, and in fact is quite consistent with what is known about carbide 
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precipitation thermodynamics. It is therefore the low volume fraction of carbides in the 
irradiation experiments that are surprising. 

We have thought of four possible mechanisms which may cause the discrepancy we observe 
between the experimental and modeling results, which mechanisms are  

1. In the experimental period observed the carbide does not reach equilibrium due to slow 
kinetics. 

2. Formation of other phases, e.g. γꞌ and G-phase, suppress the carbide. 
3. Irradiation changes the spatial distribution of carbon alter or suppress carbide nucleation 

and growth, leading to less carbide and/or harder to detect small carbides. 
4. Carbide particles are dissolved by irradiation.  

The first mechanism is unlikely as experiments go up to very high doses (e.g., 100 dpa), so it 
is hard to believe that a radiation enhanced phase, like the carbides, does not reach to its 
equilibrium under the experiments. The second mechanism is also unlikely as our kinetics 
simulation with RIS composition, where the γꞌ and G-phase can form, shows formation of ~ 
1.2% carbide. Shim et al. [4] also reported the formation of carbide in RIS regions [4], 
suggesting the RIS induced phases do not suppress the carbide.  

We believe the third and/or fourth hypothesis could be the causes behind low experimental 
and high modeling volume fraction of carbide. In support of the third mechanism, Jiao and Was 
[37] reported that carbon will deplete at grain boundaries under proton irradiation. Hatakeyama 
et al. [38] also showed that carbon will deplete at dislocations under neutron irradiation. On the 
other hand, thermal aging experimental studies showed that carbides prefer to nucleate at grain 
boundaries and dislocations [33]. Therefore, we can conclude that since irradiation pushes 
carbon away from the preferred sites for carbides, e.g. dislocations and grain boundaries, the 
ability to nucleate new carbides or grow existing ones may be suppressed under irradiation. This 
suppression dislocations and grain boundaries may reduce the total carbide precipitation and/or 
shift carbides to nucleate more homogeneously, which will likely lead to the formation of 
smaller precipitate particles that are harder to detect experimentally. 

Radiation enhanced dissolution, the fourth mechanism above, also may be the cause of 
discrepancy between the model and experimental results. Similar to modeling results, 
experimental results show that carbide saturate at the very beginning of irradiation. This fact 
indicates that carbide phases under irradiation at fairly low temperatures ranges (e.g. LWR 
temperature range) will quickly reach a steady state, consistent with our prediction of rapid 
kinetics for the carbides. However, this steady state does not appear to be thermodynamic 
equilibrium. To understand this steady state we note that irradiation qualitatively affects the 
phase formation and stability in two opposite ways; 1) it enhances the precipitation by increasing 
the diffusion of elements in matrix; 2) it dissolves the precipitates through recoil dissolution and 
disordering dissolution [39]. Competition between these two effects provides a steady state 
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situation for precipitate phases that is not thermal equilibrium. Enhancing and dissolving effects 
of irradiation guide precipitate particles to an optimum size. Precipitates smaller than the 
optimum size will grow and precipitates larger than this size will shrink. The latter effect is 
sometimes called radiation induced reverse Ostwald ripening. We propose that radiation 
enhanced dissolution is the main reason that carbides do not reach thermal equilibrium at fast 
reactors at 300-400 °C. In other words, we propose the dissolution effects, which are not 
presently in our model, are the reason for the above discussed discrepancies in predicted (and 
measured at high-temperature) thermal equilibrium carbide volume fraction and low-temperature 
irradiation induced carbide volume fraction. While further work is needed to verify this 
hypothesis we note that carbides dissolution under irradiation was experimentally observed in 
PE16 alloys [40]. The role of this dissolution may depend strongly on many factors 
(composition, temperature, etc.) but particularly flux, making it a critical area for further research 
given the use of high-flux accelerated testing methods in many studies of microstructure 
evolution. 

This explanation may help us to understand the Allen et al. [28] data points. The dose rate in 
Allen’s experiment is 1×10-7 dpa/s while the Renault’s experiments were conducted at 9.4×10-7, 
8.7×10-7, and 5.3×10-7 dpa/s. All these three experiments were done on cold-worked 316 SS and 
although Allen et al. did not mention the initial concentration of carbon we know that the typical 
316 SS have maximum 0.1 wt.% carbon [34]. Renault’s 316 SS had 0.06 wt.% carbon. Based on 
available aging experimental data [34], it is unlikely that 0.04 wt.% difference in carbon 
concentration could cause 12 times higher carbide precipitate, i.e. the values seen for 30 dpa in 
Allen et al.. The aging experimental data show that 0.05 wt.% higher carbon can increase the 
carbide precipitate level by about three times (from 0.7wt.% to 2wt.%) [34]. In addition, the 
experiments of Allen et al. differ by just 15 °C from Renault et al., which suggests temperature 
difference is not expected to have a large effect on the total steady state carbide volume fraction. 
Therefore, even if we assume that Allen’s alloy had the highest likely initial carbon, its carbide 
level is not expected to be 12 times higher that Renault’s alloy. The most obvious difference 
between these experiments which might explain the different volume fractions is the dose rate. 
Renault’s dose rate for the data point at 30 dpa is 8.7×10-7 dpa/s, while Allen’s dose rate is 1×10-

7 dpa/s. This difference suggests that the lower dose rate experiment of Allen leads to weaker 
radiation enhanced dissolution than Renault, and therefore larger precipitate volume fractions 
that appear to take longer to reach steady state. However, it is also possible that Allen’s samples 
were exceptionally high in initial matrix carbon. 

4.4 γꞌ and G-phase   

γꞌ is an ordered FCC phase (L12, Fm3m) with almost similar lattice parameter as austenite and 
little or no misfit. The γꞌ stoichiometric atomic composition is Ni3X where X typically is Si, Nb, 
or Al [41]. Morphologically, γꞌ was observed as small spheres in the matrix [42].         
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G-phase also has a FCC crystal structure (Al, Fm3m). It is a complex silicide with 
stoichiometric atomic composition of M6Ni16Si7 where M can be Cr, Fe, Mn, Mo, and Ti. G-
phase has 1.1 nm lattice parameter and its unit cell contains 116 atoms. Morphologically, G-
phase was observed as small rods [42].  

Aging studies of 316 SS have shown that γꞌ and G-phase are not thermally stable phases in 
standard 316 SS at temperatures where they are often seen, so they are categorized as radiation 
induced phases [43]. The main driving force for formation of γꞌ and G-phase is radiation induced 
segregation (RIS). In typical 316 SS the level of Si is low enough (~0.7 wt.%) to prevent 
formation of γꞌ and G-phase. However, under irradiation the Si and Ni enrich at sinks (e.g. 
dislocations) and these excess Si and Ni in RIS regions facilitate the formation of γꞌ and G-phase. 
Segregated elements at sinks change the alloy composition in these regions to such an extent that 
those regions can be approximately considered as different alloys. In fact, in some literature the 
term “microalloys” is used for RIS regions [44]. Table 5 shows the typical composition of RIS 
enhanced “microalloy” regions in 316 SS at 5 dpa, 10 dpa, and 20 dpa.  

Table 5. Typical composition of radiation induced segregation regions for 316 stainless steels (wt.%) 
[4].     

 Fe Cr Ni Mo Mn Si C 

RIS composition at 5 dpa Bal. 14±2 18±2 1 1 3±2 0.05 

RIS composition at 10 dpa Bal. 12±1 21±4 1 1 5±1.5 0.05 

RIS composition at 20 dpa Bal. 11±2 24±2 1 1 6 0.05 

In this study we focus on precipitation behavior of cold-worked 316 SS as they have been 
studied extensively experimentally. In experimental observations it is generally reported that the 
γꞌ is the dominant phase in cold-worked 316 SS and G-phase is almost suppressed [1, 20, 21, 25]. 
We believe that the suppression of G-phase in cold-worked 316 SS is due to the fact that it 
competes with γꞌ for both Ni and Si, and that in cold-worked materials the initial large 
dislocation density and associated RIS stabilizes γꞌ, which then destabilizes G-phase.  A perfect 
model would reproduce these kinetic effects but unfortunately our model still predicts significant 
G-phase for cold-worked 316 SS under relevant irradiation conditions. We believe that this 
discrepancy is due to our interfacial energy for G-phase being too small, and therefore its 
nucleation kinetics is too fast. As noted above in Sec. 4.2, our interfacial energies are determined 
by a simple method which one cannot expect to be quantitative. Given the limited data, fitting 
the interfacial energy of G-phase is likely not practical at this point. Therefore, we simply 
suspend the G-phase in our modeling of the kinetics of cold-worked 316 SS. However, we note 
that the tools we have developed here can easily be applied to other situations where G-phase 
might form, although a refinement of the interfacial energy, likely to larger values that we have 
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used, may be needed. Transmission electron microscopy (TEM) observations also show that γꞌ 
nucleates at Frank loops and it is well distributed in the matrix. Since the radiation induced 
segregation is necessary to form γꞌ, we can conclude that γꞌ forms in the matrix of “microalloys”, 
i.e., the RIS region around dislocations. Note that we do not consider the RIS and “microalloys” 
around grain boundaries as their contribution to the sink density is negligible compared to that 
from the dislocations. Figure 7 shows schematically the RIS cylinder (or tubular) region around a 
dislocation line. The diameter of the RIS cylinder for Si (which is the key element for formation 
of γꞌ [4]) in neutron irradiated 316 SS was measured to be around 4 nm [38].  

 

   
Figure 7. Schematic representation of RIS cylindrical (or tubular) region around a dislocation and its 

mapping to a mean field model.  

The ability to model an alloy with a RIS microalloy environment around dislocations is not 
presently available in the MatCalc code that we are using to model precipitation (see Sec. 4.2) 
and recoding to rigorously treat this situation is beyond the scope of the present project. 
Therefore, we have taken an approximate approach to modeling the precipitation, which is to 
simulate the precipitation in the RIS region by using just the RIS “microalloy” environment in 
MatCalc. In other words, to study the RIS region we study a bulk material with the RIS 
composition and an appropriate dislocation density and RED. A similar approach was taken by 
Shim et al. [4] for modeling radiation induced phases in 316 SS. However, we extend their 
approach by including the dislocation density and radiation enhanced diffusion from the models 
we have developed (see Sec. 3.3), which enables us to capture the γꞌ more quantitatively. The 
dislocation density for our “microalloy” model must be adjusted to correspond to that in the 
standard mean-field representation used in MatCalc (see Figure 7b) which can be determined as: 

21622 108~1)( −×=⋅= mrrDD CylCyllooploop ππππρ .  

There are at least two major approximations associated with our “microalloy” approach. 
First, while we can take RIS composition from experiments, it is actually a function of time. 
Since our model cannot capture the continuous change of RIS “microalloy” composition we 
assume that the composition is fixed at each dpa, with values taken from experiments (or 
interpolation between the experiments). This assumption will not affect the results significantly 
as the kinetics of γꞌ is very fast enough compared with RIS evolution time scale, so we can 
approximately take RIS as fixed for any given simulation of γꞌ evolution. Figure 8 shows the 
kinetics of γꞌ precipitation inside the RIS region, which indicates that the γꞌ reaches to its 



 

29 
 

 

equilibrium level within 0.01 dpa. This value is much lower than that needed for any major 
compositional change due to RIS, which typically takes tens of dpa to saturate.  

The second approximation comes from the assumption that the γꞌ formation is shut down by 
the depletion of local enhanced concentrations (primarily Si). This approximation is again 
reasonable due to time scales. Because the γꞌ formation takes place over ~0.01 dpa and is driven 
by the RIS enhanced “microalloy” composition which evolves over tens of dpa, it is expected 
that the γꞌ will precipitate until the local “microalloy” supersaturation is depleted.       

 
Figure 8. Kinetics of γꞌ inside the RIS region under 9.4 × 10-7 dpa/s at 390 °C (The domain 

composition is the RIS composition at 5 dpa from Table 5).   

Modeling the kinetics of precipitation in “microalloys” with the OCTANT database and 
MatCalc will give us the volume fraction of γꞌ inside the cylinder shown in Figure 7. In our 
calculations we consider the asymptotic volume fraction of γꞌ due to its fast precipitation process. 
To obtain the total volume fraction of γꞌ in austenite matrix we must multiply the obtained γꞌ 
volume fraction with the volume fraction of RIS regions (which comes from loops size and 
number density) as follows 

Aus
RISf

RIS
f

Aus
f VVV ,',', ×= γγ , (23) 

here Aus
fV ',γ  is the volume fraction of γꞌ in austenite, RIS

fV ',γ  is the volume fraction of γꞌ in RIS 

regions, and Aus
RISfV ,  is the volume fraction of RIS regions in an austenite matrix.  Aus

RISfV ,  can be 

calculated as following,  
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LoopCylLoop
Aus
RISf NrDV ××= 2
, ππ , (24) 

where LoopD  is the average diameter of loops (so πDLoop  is the loop length), Cylr  is the radius of 

RIS regions width (which is ~2 nm [38]), and LoopN  is the number density per unit volume of 

loops.  

We use the RIS compositions in Table 5 with some linear interpolation/extrapolation, when 
needed, and experimental loop data from reference [1] to predict the evolution of γꞌ in cold-
worked 316 SS under irradiation. We need to emphasize that we do not use the loop size and 
loop number density of the CD model in section 3, because the volume fraction of γꞌ is linearly 
dependent to the loop number density (Eq. 23 and 24) and the experimental loop number density 
usually has a wide error bar range, e.g. in Ref. [1] the upper bars are four to six times larger than 
lower bars. Therefore, even a perfect CD model, which is in the error bar range, may give a two 
or three times different magnitude for volume fraction of γꞌ. Therefore, we use the mean values 
of experimental loop size and number density for cold-worked 316 SS from Ref. [1], as shown in 
Figure 9, to benchmark our “microalloy” methodology without having additional uncertainties 
associated with our model loop size and number density.    

 
Figure 9. We use the mean values of experimental loop size and loop number density for cold-

worked 316 SS (blue line) in quantitative modeling of γꞌ precipitation (from Ref. [1]).      
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Using the described methodology in above, we track the evolution of volume fraction of γꞌ 
under irradiation. Figure 10 shows the comparison between predicted γꞌ volume fraction 
evolution and the experimental data. The average dose rate of experimental study is 9.4 × 10-7 
dpa/s and irradiation was conducted at 390 °C. The results show a good agreement between the 
experimental data and the integrated model (CD + Calphad + MatCalc) predictions.    

 
Figure 10. Comparison between modeling predictions  and experimental data [1] of γꞌ volume 

fraction evolution under 9.4 × 10-7 dpa/s irradiation at 390 °C in CW 316 SS.  The plot is produced based 
on this assumption that the elements segregation to dislocation is similar to grain boundaries.      

5 Extrapolation of the model to LWR conditions 

The integrated model (CD + Calphad + MatCalc) described in preceding sections was mainly 
developed for fast reactors where a fairly wide range of experimental data are available. 
Unfortunately, the experimental database for post-irradiation microstructural examination of 
austenitic stainless steels under LWR conditions is insufficient to aid in verification of such 
model. Specifically, there is no experimental data for LWR under extended life condition. The 
developed model can therefore be used to gain insight into the less well explored domains of 
austenitic stainless steels degradation under LWR conditions, especially under extended life 
conditions. Light water reactors operate at relatively low temperature range, i.e. 275-340 °C and 
low dose rate (2-11) × 10-8 dpa/s. Fast reactors could have the same temperature range, but the 
dose rate is usually ten to hundred times higher [17].  

The first step in using the integrated model is finding the total dislocation and single vacancy 
evolution under the LWR conditions. We use the presented CD model in Section 3 with LWR 
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irradiation conditions, which we take to be 275 °C and 7 × 10-8 dpa/s. The predicted loop size 
and number density are compared with reported experimental data [17] in Figure 11. The 
agreement is generally quite good, so we assume the model is performing adequately for 
qualitative guidance. We need to emphasis that for LWR conditions we use the same ibE 2  as we 
used for fast reactors and no refitting is needed.  

 
Figure 11. The loop size and loop under density evolution under LWR conditions (275 °C and 7 × 

10-8 dpa/s) compared with experimental results [17].  

After verification of the CD model we use it to predict the evolution of single vacancy and 
total dislocation properties. Figure 12 shows the evolution of single vacancy and total dislocation 
density under LWR conditions.  

  
Figure 12. The evolution of total dislocation and single vacancy concentration under LWR irradiation 

condition (275 °C and 7 × 10-8 dpa/s).  

The fitted functions for the excess single vacancy and total dislocation density can be used in 
MatCalc to provide the correct RED and nucleation site numbers in precipitation (discussed in 
section 4.2).  

Figure 13 shows the precipitation of carbide phases (M23C6 and M6C) under LWR 
conditions. The first noticeable difference between the carbides precipitation in LWR (Figure 13) 
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and fast reactors (Figure 6) is the time lag in the transformation of M23C6 to M6C in LWR 
conditions. In fast reactors the transformation of M23C6 to M6C happens from the very beginning 
of irradiation and M6C is the dominant phase after 25 dpa (see Figure 6). However, in LWR 
conditions M23C6 to M6C transformation starts around 20 dpa and it is much slower than fast 
reactors such that M23C6 will remain the dominant phase up to 100 dpa. We note that these dpa 
values are quite approximate as the interfacial energies are obtained by very approximate 
methods (see Sec. 4.2). Furthermore, the radiation induced dissolution that we hypothesize is 
occurring for carbides might greatly enhance this transition by enabling facile dissolution and 
reprecipitation. Overall, understanding that the dpa scale for significant transformation of the 
carbides may reside within the dpa range of LWR life extension is an important motivation for 
developing more accurate models. 

 The other important factor that may cause a big difference in carbide precipitation between 
LWR and fast reactors is the effect of neutron flux on radiation enhanced dissolution and carbon 
segregation. As we discussed in Section 4.3 we believe that radiation enhanced dissolution 
and/or carbon segregation are potentially important factors in precipitation of carbide phases 
under irradiation. At LWR conditions the dose rate is much lower than fast reactors [17]. 
Therefore, it is plausible that the radiation enhanced dissolution and/or carbon segregation will 
be weaker under LWR conditions compared with fast reactor conditions. If that is the case, the 
volume fraction of carbide would be higher in austenitic stainless steels under LWR conditions 
compared with fast reactors at the same dose and temperature. The predicted volume fraction 
from the present model, which does not include radiation enhanced dissolution or carbon 
segregation, provides an upper bound for the likely volume fraction.  We represent the unknown 
influence of these additional factors by giving a range of LWR values in Figure 13 that includes 
values starting from those observed in high-flux fast reactor experiments up to those predicted by 
our model. 
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Figure 13. The evolution of total carbide (M23C6 + M6C) volume fraction under LWR conditions 

(275 °C and 7 × 10-8 dpa/s). The “Predicted range of possible LWR values” covers from those values 
observed under high flux fast reactor conditions to those predicted from our thermodynamic and kinetic 
model with no radiation enhanced dissolution, highlighted to represent. We believe the lower neutron flux 
in LWR conditions can cause higher carbide volume fraction compared with fast reactors due to weaker 
radiation enhanced dissolution.    

Edwards et al. [22] studied experimentally a cold-worked 316 SS baffle bolt which was 
extracted from the Tihange pressurized water reactor (PWR). In their characterization on the bolt 
shank, which had been irradiated to 12.2 dpa at 343 °C, they reported the formation of 0.08% 
volume fraction of γꞌ (number density of 0.6 × 1023 m-3 and average size of ~3 nm) and 0.64% 
volume fraction of an unknown phase (0.2 × 1023 m-3 and average size of ~8.5 nm). They 
believed that the identity of the unknown precipitate phase might be some type of carbide. We 
used our integrated model (CD + OCTANT + MatCalc) to benchmark our prediction against 
Edwards’ result. Edwards did not report the dose rate. Therefore, we use 1 × 10-7 dpa/s which is 
slightly higher than typical LWR dose rate, e.g. 7 × 10-8 dpa/s. The CD model reproduces the 
Edwards’ loop size (9.5 nm) and number density (0.85 × 1023 m-3) at 12.2 dpa with fitting 
parameter, eVE ib 6.02 = (we do not show the fitting plots). We use the CD predicted vacancy 
concentration to estimate the RED and then incorporate the RED and dislocation density 
evolution into MatCalc. We use the Edwards’ 316 SS composition as listed in Table 6.  

 

Table 6. Chemical composition (wt.%) for Edwards’  316 SS [22].   
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Alloy Fe Cr Ni Mn Si C Mo 

316 SS Bal. 16.7 12.36 1.89 0.72 0.028 2.64 

 

The carbon wt.% in Edwards’ alloy in lower than 316 SS that we considered in this work 
(Table 3). Therefore, we expect to obtain lower carbide volume fraction compared to what we 
predict for LWR in Figure 13. Figure 14 shows the comparison between the integrated model 
prediction and the Edwards’ volume fraction for carbide phase. The model works very well in 
predicting the experimental carbide volume fraction. The agreement also supports our hypothesis
that the carbide volume fraction under LWR conditions can reach to its thermodynamic 
asymptotic value, which we do not usually see in fast reactors.  

 

 
Figure 14. Comparison between integrated model prediction and experimental carbide volume 

fraction in Edwards’ 316 SS [22] under 1 × 10-7 dpa/s irradiation at 343 °C. The good agreement between 
modeling and experiment supports our hypothesis that the carbide volume fraction under LWR conditions 
might reach levels significantly higher than typically seen in fast reactors.    

For radiation induced phases, i.e. γꞌ and G-phase, if we assume that the γꞌ dominancy in cold-
worked 316 SS observed at fast reactors is also true for LWR, we can make some predictions 
about the γꞌ volume fraction. First, we assume that all γꞌ form at Frank loops. For γꞌ precipitation 
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on Frank loops we use the same “microalloy” methodology we described in Section 4.4. We 
assume that γꞌ forms inside a cylindrical RIS region around the loops. Bruemmer et al. [45] 
reported the evolution of Si segregation at grain boundaries versus neutron irradiation dose up to 
9 dpa for LWR conditions. The maximum Si concentration at 9 dpa is 5 wt.%. For Si 
concentration at higher doses we extrapolate the Si segregation linearly following the Figure 15.   

 
Figure 15. Radiation-induced grain boundary Si concentrations versus neutron irradiation dose for 

LWR conditions, from [45].   

However, the total segregated Si is bounded by the total initial Si content of the alloy. We 
can find the ultimate possible Si concentration in loops based on the volume fraction of Frank 
loops and initial concentration of Si in the matrix as follows:  

Aus
RIS

RIS
Si

Aus
Si VWW ×= , (25) 

where Aus
SiW  is the weight percent of Si in matrix, RIS

SiW  is the weight percent of Si in RIS region, 

and Aus
RISV  is the volume fraction of RIS region in matrix, which can be calculated by equation 24. 

For example the linear extrapolation of Figure 15 would give us 9 wt.% Si in the RIS region, but 
the maximum Si concentration at loops at 20 dpa, with the assumption that all Si in matrix has 
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segregated to loops, based on equation 25 would be 7.5 wt.%. ( .%68.0 wtW Aus
Si = , initial Si, 

09.0234.2)102()105.9( 2992 =××××=××= −− eNrDV LoopCylLoop
Aus
RIS ππππ  , LoopD  and LoopN  come 

from CD model, Figure 11, and Cylr  is taken from Ref. [38]). If we assume that RIS increases 

following a linear extrapolation of Figure 15 and that the maximum possible Si in the RIS region 
consumes the whole Si in matrix then we find the RIS reaches is maximum of 7.5 wt.% at 17 
dpa. Within this model no further Si moves to the GB after 17 dpa and, as a result, the γꞌ volume 
fraction remains unchanged after 17 dpa.  

Using the “microalloy” methodology described in Section 4.4 along with CD results for 
LWR (Figure 11 and Figure 12) we can predict the evolution of γꞌ under LWR conditions (Figure 
16). For RIS data we use the Si segregation from Figure 15 and for other elements we use the 
values in Table 5 interpolated up to 17 dpa. We need again to emphasize that the Figure 16 is 
based on this assumption the segregation to dislocations is similar to experimental segregation 
data that we have for grain boundaries. While this is clearly an approximate approach, these 
results suggest that for LWR conditions we might see significantly higher volume fractions of γꞌ  
in austenitic steels, approaching 3.5 %, than seen under accelerated fast reactor tests, which were 
closer to 0.6% (see Figure 10). The difference is primarily due to the lower temperature 
condition in light water reactors. In particular, at lower temperatures the Frank loops will form 
more quickly and lead to larger dislocation density, which increased the volume fraction of RIS 
regions and nucleation sites for forming γꞌ.   

 
Figure 16. The evolution of volume fraction of γꞌ under LWR conditions (275 °C and 7 × 10-8 dpa/s). 

The plot is produced based on this assumption that the elements segregation to dislocation is similar to 
grain boundaries.      
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The predicted volume fraction for γꞌ in Figure 16 is quite high and can potentially cause a 
considerable hardening in base material. A significant sources of uncertainty in our γꞌ prediction 
is our simplified RIS model. The volume fraction of γꞌ in Figure 16 is directly related to Frank 
loops size and number density, the width of RIS region (i.e. the diameter of RIS tubular region in 
Figure 7), and the element concentration in the RIS regions. The CD model is fairly successful in 
predicting the loop behavior (Figure 11) compared with experimental data. The width of RIS 
region (4 nm) is also based on experimental data [38]. However, the RIS data we used for 
predicted γꞌ comes from RIS experimental observations on grain boundaries under LWR 
conditions, not from measurements on dislocations. As we are not aware of any experimental 
data on RIS around the dislocations under LWR conditions, we are forced to assume the RIS 
behavior at dislocations is similar to grain boundaries. One justification for this assumption is the 
experimental observations of Jiao and Was [37]. They used the the Atom Probe Tomography 
(APT) technique to study the RIS behavior in 304 SS under 2 MeV proton irradiation to a dose 
of 5 at 360 °C. They reported that the qualitative RIS behavior (segregation and depletion) of 
elements at grain boundaries and dislocations were almost identical. More quantitatively, they 
reported somewhat greater segregation for Fe, Cr, Ni, Mn, and Cu at grain boundaries compared 
to dislocations. However, for Si it was reverse, and the Si segregation amount was somewhat 
higher on dislocations than grain boundaries.  

We were able to find four papers reporting studies on cold-worked 316 SS under low-flux 
neutron conditions which could be used for comparison to the prediction in Figure 16 and we 
discuss each briefly here. 

We are aware of two experimental works on γꞌ precipitation in cold-worked 316 SS under 
PWR conditions, Etienne et al. [46] and Edwards et al. [22]. Etienne et al. [46] performed a 
chemical analyses (used ATP) on a cold-worked 316 SS bolt irradiated up to 12 dpa at 360 °C 
and Edwards et al. [22] performed a microstructural characterization (used TEM) on a cold-
worked 316 SS bolt irradiated up to 12.2 dpa at 343 °C. Neither Etienne nor Edwards reported 
the dose rate in their experiments, but we will assume they are similar as both bolts were 
extracted from a PWR. Despite the similarity between materials and irradiation conditions, the 
results were quite different. Etienne et al. [46] reported a volume fraction of 8.6% for Ni-Si 
clusters while Edwards reported 0.08% volume fraction for γꞌ. We believe that the difference 
may come from different temperatures, different irradiation, and/or different experimental 
techniques, as the APT has a higher capability to detect small clusters. Etienne reported a ten 
times higher number density for Ni-Si clusters than Edwards. The Ni-Si clusters number density 
in Etienne’s work similar to the Frank loop number density, which is in agreement with other 
experimental observation of Ni-Si segregation to Frank loops [37, 38].  

Edwards et al. in another work [47] compared the microstructural evolution in stainless steels 
under LWR and fast reactors conditions (used TEM). They reported no precipitation in two cold-
worked 316 SS irradiated at BOR-60 (20 dpa, 9×10-7 dpa/s, 320 °C) and in a PWR (33 dpa, 
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0.5×10-7 dpa/s, 290 °C). They also reported very small amount of precipitation (number density 
< 1021 m-3 and size ~ 10 nm) in cold-worked 316 SS irradiated in a PWR up to 70 dpa at 315 °C 
with flux 1×10-7 dpa/s. They finally concluded that there are some variations in microstructure 
over the range of dose rates and total accumulated dose, but these changes are relatively minor.  

Finally, Allen et al. [28]  studied low flux neutron irradiated (~1 × 10-7 dpa/s) cold-worked 
316 SS at 375 °C and did not observe any γꞌ up to 30 dpa.  

This data suggests that a high volume fraction of Ni-Si phase precipitates is at least possible, 
but also provides a few cases where it has not been observed. Considering the limited available 
experimental data and the level of variation in the reported data, we believe that the accuracy of 
our model for predicting γꞌ precipitation under LWR conditions still needs further study. 
However, our model does suggest that large γꞌ precipitate concentrations are possible and that 
this is an important area for further study.   

     

6 Summary of model assumptions, approximations, and related sources of error 

As there are many assumptions and approximations in the overall modeling approach, and 
the assumptions depend somewhat on what is being simulated, we include here a summary of the 
major assumptions for convenience. More detailed sensitivity testing on each of these 
assumptions would be a valuable area for future work. 

1. Cluster dynamics (CD) model approximations 
1.1. CD model has several input data. Generally, complete set of input data for a complex 

alloy like 316 SS is not available. We use available parameters in literature and fit 
the binding energy between dimer interstitials to reproduce data at each flux and 
temperature. A more accurate model would be able to reproduce data over a range of 
flux and temperatures and compositions without refitting the parameters. 

1.2. Damage efficiency and in-cascade clustering are generally from approximate 
molecular dynamics and kinetic Monte Carlo simulations of pure iron.   

1.3. In CD model of defect we assume that only monomers are mobile. Molecular 
simulations of some materials, e.g. Ni, have shown that there is a possibility that 
dimers and trimers be also mobile [48].  

1.4. In CD model we assume that the interstitials and vacancies are two dimensional 
clusters (Frank loop). 

1.5. In CD modeling of defect we assume that the sink effects of precipitates for defects 
are negligible. This assumption is reasonable based on the low precipitate 
concentration reported in experimental observations [20-22].  

1.6. For radiation enhanced diffusion we assume that the elements diffusion is vacancy 
mediated and the effect of interstitials on elements mobility is negligible.  

2. Thermodynamic model (OCTANT) approximations 
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2.1. OCTANT (thermodynamic database) has some uncertainties for low temperature 
predictions as no experimental aging data for 316 SS at temperatures lower than 
400 °C exist. Similar uncertainties also exist for mobility database.  

2.2. Minor elements are not currently available in OCTANT. Some of these elements, 
e.g. Ti, could have direct effect on alloys precipitation behavior.  

2.3. We assume that the irriadiation does not alter the Gibbs free energy of phases. 
3. Precipitation model (MatCalc) approximations 

3.1. We assume all interfacial energies are given by a simple broken bond model, which 
may impact significantly what dpa subtle transitions occur (e.g., M23C6 to M6C). 
Large errors could also potentially change the qualitative rates for formation of 
precipitates from the very rapid (<0.1 dpa for a given state of dislocations and RIS) 
values found in this work.   

3.1.1. In precipitation modeling we assume that the RIS matrix composition are 
constant during a given precipitation evolution to its asymptotic volume 
fraction. These constant values are reasonable assumption as the kinetics of 
precipitation at both fast reactor and LWR flux, 9.4 × 10-7 dpa/s and 7 × 10-8 
dpa/s, respectively, occurs very quickly (within 0.01 dpa) compared the RIS 
(several dpa). 

3.2. We assume a simple model for stabilization of precipitates on dislocations built into 
the MatCalc code that may have some significant errors [49].  

3.3. In addition to second phase precipitation in austenite matrix, it was shown 
experimentally that austenite might transform to ferrite after high dose irradiation. 
This phase transformation could lead to alloy embrittlement [50]. It may also effect 
on G-phase precipitation as G-phase nucleation at the boundary of austenite and 
ferrite was observed in duplex steels [51].      

3.4. We assume that the carbon mobility is unchanged under irradiation. However, the 
carbon-vacancy binding may alter the carbon mobility [52].    

3.5. Radiation-induced segregation (RIS) model approximations  
3.5.1. In quantitative modeling of γꞌ we assume that the width of RIS 

“microalloy” region is stationary under irradiation (and it is equal to 4 nm [38]). 
3.5.2. The RIS compositions in Table 5 come from different experimental data 

with different irradiation condition. These data also have high error bar 
especially for Si, which is the key element in RIP.    

3.5.3. We use the grain boundary RIS and assume the same RIS happens to 
dislocations too. 

3.5.4. For high doses where RIS data is not available, we use linear extrapolation 
of available data. We assume that this extrapolated RIS is bounded by the value 
at which all Si is in the RIS “microalloy” region. 
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4. In γꞌ precipitation we only consider the RIS on dislocations. This is a reasonable 
assumption because the dislocations are preferable nucleation sites for γꞌ [41] and also 
because the concentration of other sinks, e.g. grain boundaries, is much less than 
dislocations.    

7  Conclusion  

A thermo-kinetic model was developed to study the second phase precipitation in 300 series 
austenitic stainless steels, with a focus on cold-worked 316 stainless steels. We compare to data 
for a fast reactor flux of 9.4 ×10-7 dpa/s and temperatures of 390 °C and predict behavior for 
LWR conditions of 7 × 10-8 dpa/s and 275 °C. The composition used for all models is given in 
Table 1 and Table 5 (except for Figure 14, which uses the composition in Table 6). The 
approach integrated a cluster dynamics model for radiation enhanced diffusion and dislocation 
nucleation site parameters, the OCTANT database for thermodynamics, and MatCalc for kinetic 
parameters and solving the precipitation model.  The main results of this work are as follows. 

1. Fast reactor test conditions (9.4 ×10-7 dpa/s, 390 °C) 
1.1. The model was successful in semi-quantitative prediction of volume fraction of γꞌ phase 

and showed discrepancy with carbides that likely due to the absence of radiation induced 
dissolution physics in the model.   

1.2. The results supported the fact that γꞌ is the dominant phase in “microalloy” regions of 
enriched solutes occurring due to RIS at dislocation loops. The OCTANT also predicted 
some G-phase, but as we do not see G-phase in the experimental observations of 
irradiated cold-worked 316 SS, maybe due to overestimated interfacial energy, we 
suspend G-phase in our calculations.   

1.3. We showed that in the formation of γꞌ it is the time scale of radiation induced 
segregation (i.e., the formation of the “microalloy” region) that controls the γꞌ formation, 
not the kinetics of γꞌ precipitation from the matrix, which takes place over less than 
~0.01 dpa once the RIS is established.  

1.4. Carbides form 1.2% volume fraction M23C6 within 0.1 dpa, which gets replaced 
gradually by M6C while increasing to a final volume fraction of 1.7% at about 23 dpa. 
These results are fully consistent with high-temperature experimental ageing data. 
However, the saturation volume fraction in modeling is about one order of magnitude 
higher than most irradiation experimental data. We propose the radiation enhanced 
dissolution and/or carbon depletion at sinks as the sources of this discrepancy. Under the 
radiation enhanced dissolution hypothesis, competition between radiation enhanced 
precipitation and dissolution provides a non-equilibrium steady state situation for 
carbides which is far from thermal equilibrium and yields a quite low volume fraction 
around 0.1-0.2%. Carbon depletion at dislocations and grain boundaries also may lead to 
reduced carbide nucleation and growth at sinks and potentially homogeneous carbide 
nucleation, giving smaller carbide particles that are difficult to observe experimentally.         
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1.5. Carbide behavior reaches steady state at about 23 dpa, which suggests that higher doses 
are unlikely to alter their volume fraction.  However, as they are governed by a balance 
between driving forces for precipitation and dissolution, small changes in flux, 
temperature, or composition could alter their volume fraction significantly. The γꞌ phase 
forms from RIS on dislocations in about 0.01 dpa, but RIS takes several dpa to form on 
an existing dislocation.  

2.  LWR conditions (7 × 10-8 dpa/s, 275 °C)  
2.1. The model predicted that M23C6 would saturate at the very beginning of irradiation. 

However, the transformation of M23C6 to M6C was slower in LWR compared with fast 
reactors and M23C6 remained the dominant carbide phase up to 100 dpa.  

2.2. In LWR the Frank loops are smaller and more numerous (because of low temperature 
condition i.e. 275 °C) compared with fast reactors. If we assume similar RIS for 
dislocation as measure for grain boundaries (Figure 15), we can predict that all Si in 316 
SS matrix will segregate to dislocations within 17 dpa.  

2.3. The integrated model along with experimental RIS predicted the maximum volume 
fraction of γꞌ to be ~3.5% under LWR conditions.  

2.4. We believe that radiation enhanced dissolution is an important factor in carbide 
precipitation. Under LWR conditions the radiation enhanced dissolution is expected to 
be weaker than fast reactors, which could lead to formation of significantly more 
carbides in LWR vs. fast reactor conditions. Based on our thermodynamic models this 
increase in carbide volume fraction could be up to about 1.2%, or an approximately ten-
fold increase.         

This work has led to a useful model that can be readily adapted to new temperature, flux, and 
fluence conditions in austenitic stainless steels.  Through our focus on cold-worked 316 SS we 
have developed a new understanding of the time scales and mechanisms governing the formation 
and evolution under irradiation of the key precipitate phases: carbides, γꞌ, and G-phase. 

8 Areas for possible future work  

1. Models and experiments are needed to study the RIS on dislocations at LWR conditions. 
If the RIS on dislocations follows the same trend as we see in grain boundaries, the γꞌ 
could have a noticeable effect on austenitic steels embrittlement under LWR extended 
life.  

2. Experimental data on microstructural evolution in austenitic steels under LWR flux and 
temperature is needed for modeling refinement and validation. 

3. Interfacial energies play crucial roles on kinetics of precipitates. A set of experimental or 
molecular simulation studies could greatly improve the reliability of the model interfacial 
energies.  
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4. Current thermodynamic databases need to be more rigorous for low temperatures (~300 
°C). One possible option is DFT-based Calphad models. 

5. The impact of radiation enhanced dissolution and carbon segregation could change our 
perspective on carbide evolution in fast reactor data and their possible extension to LWR 
conditions. Numerical modeling and experiment are needed to understand the potency of 
these phenomena and their flux and temperature dependence.   

6. A more rigorous Cluster Dynamics model which includes more mobile species and He 
effects would be beneficial.   

7. A model for radiation enhanced dissolution needs to be developed for the carbides and 
perhaps also other phases.    

8. An integrated model that extends MatCalc to rigorously include the radiation effects 
(e.g., radiation enhanced diffusion, radiation enhanced dissolution, and loop and void 
formation) needs to be developed.  
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9 Appendix A: Mole fraction to volume fraction conversion 

MatCalc and other precipitation modeling tools usually calculate the amount of the second 
phase precipitates as mole fraction. However, experimental data generally express the amount of 
precipitates as volume fraction. To be consistent, we need to convert the MatCalc output to 
volume fraction. The volume fraction of a phase X in austenite matrix can be calculated from its 
mole fraction as following,  

m
Austenite

m
X

V
VXoffractionmoleXoffractionVolume ×=  ,    (A1)  

where m
XV  is the molar volume of the phase X. Molar volume of a solid phase is;  

N
NVV Acell

m = ,         (A2) 

where cellV  is volume of crystallographic cell, AN  Avogadro number, and N  total number of 
atoms per unit cell. Table A1 shows the crystal structure, lattice size, and number of atoms per 
lattice site for 316 SS, M23C6, M6C, and γꞌ.  

Table A1. Precipitate phases found in austenitic stainless steels  

Phase Crystal type Lattice parameter Number of atoms per 
lattice site 

Austenite (316 SS) FCC 3.6 Ǻ 4 

M23C6 FCC 10.6 Ǻ 92 

M6C FCC 10.8 Ǻ 96 

γꞌ (Ni3Si) FCC 3.5 Ǻ 4 

 

Using the data in Table A1 we can calculate the molar volume of each phase. 

60.7
4

2302.6)106.3( 3

, −=
×−

== eee
N
NVV Acell

Austenitem
 

68.7
92

2302.6)106.10( 3

623, −=
×−

== eee
N
NVV Acell

CMm
 

68.7
96

2302.6)108.10( 3

6, −=
×−

== eee
N
NVV Acell

CMm
 



 

49 
 

 

64.6
4

2302.6)105.3( 3

', −=
×−

== eee
N
NVV Acell

m γ
 

And finally the relation between volume fraction and mole fraction of each phase would be: 

 623_623_ 1.1 CMfCMf MV =         (A3) 

CMfCMf MV 6_6_ 1.1=         (A4) 

'_'_ 9.0 γγ ff MV =          (A5) 
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10 Appendix B: Experimental data on precipitation volume fraction in 300 series 
austenitic stainless steels under neutron irradiation. 

Figure 17. Experimental data on volume fraction of different phases in 316 SS under neutron 
irradiation at temperatures between 300 °C to 400 °C.    

 



 

51 
 

 

 
Figure 18. Experimental data on volume fraction of different phases in 304 SS under neutron 

irradiation at temperatures between 300 °C to 400 °C.    
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