
M3LW-24OR0403025
Revision 0

Light Water Reactor Sustainability Program

Performance Comparison of Machine 
Learning Models for Ultrasonic 

Nondestructive Evaluation of Alkali-
Silica Reaction in Concrete

Hongbin Sun
Oak Ridge National Laboratory

Samantha Sabatino
Oak Ridge National Laboratory

August 2024

U.S. Department of Energy
Office of Nuclear Energy



ii

DISCLAIMER
This information was prepared as an account of work sponsored by an 

agency of the U.S. Government. Neither the U.S. Government nor any 
agency thereof, nor any of their employees, makes any warranty, expressed 
or implied, or assumes any legal liability or responsibility for the accuracy, 

completeness, or usefulness, of any information, apparatus, product, or 
process disclosed, or represents that its use would not infringe privately 

owned rights. References herein to any specific commercial product, 
process, or service by trade name, trade mark, manufacturer, or otherwise, 
does not necessarily constitute or imply its endorsement, recommendation, 
or favoring by the U.S. Government or any agency thereof. The views and 

opinions of authors expressed herein do not necessarily state or reflect 
those of the U.S. Government or any agency thereof.



iii

ORNL/SPR-2024/3463

Light Water Reactor Sustainability Program

Nuclear Energy and Fuel Cycle Division

PERFORMANCE COMPARISON OF MACHINE LEARNING MODELS FOR 
ULTRASONIC NONDESTRUCTIVE EVALUATION OF ALKALI-SILICA REACTION 

IN CONCRETE

Hongbin Sun
Samantha Sabatino

August 2024

Prepared by
OAK RIDGE NATIONAL LABORATORY

Oak Ridge, TN 37831
managed by

UT-BATTELLE LLC
for the

US DEPARTMENT OF ENERGY
under contract DE-AC05-00OR22725



iv



v

CONTENTS

LIST OF FIGURES ......................................................................................................................................vi
LIST OF TABLES........................................................................................................................................vi
ABBREVIATIONS .....................................................................................................................................vii
EXECUTIVE SUMMARY............................................................................................................................1
1. INTRODUCTION .................................................................................................................................2

1.1 MOTIVATION ............................................................................................................................2
1.2 OBJECTIVES ..............................................................................................................................3

2. MACHINE LEARNING MODELS......................................................................................................4
2.1 LINEAR REGRESSION .............................................................................................................4
2.2 SUPPORT VECTOR REGRESSION .........................................................................................5
2.3 SHALLOW NEURAL NETWORK............................................................................................8
2.4 DEEP NEURAL NETWORK .....................................................................................................9

3. COMPARISON OF DIFFERENT MACHINE LEARNING MODELS ............................................13
4. SUMMARY.........................................................................................................................................16
ACKNOWLEDGMENT..............................................................................................................................17
REFERENCES.............................................................................................................................................17



vi

LIST OF FIGURES

Figure 1. Measured expansion vs. expansion predicted using LR on the ASR-2D specimen 
(testing) (a) without feature selection and (b) with feature selection [10]........................................5

Figure 2. Measured expansion vs. expansion predicted using SVR on the ASR-2D specimen 
(testing) with feature selection [10]. .................................................................................................7

Figure 3. Results of testing using the SVR model trained with ASR data and tested on (a) small 
ASR data and (b) small ASR-2D data [11].......................................................................................7

Figure 4. The network structure of the shallow NN used. .............................................................................8
Figure 5. Results of testing on the ASR-2D data using the shallow NN model trained with ASR 

data (a) without feature selection and (b) with feature selection [10]. .............................................9
Figure 6. The network structure of the DNN model. ...................................................................................10
Figure 7. Results of testing on (a) the ASR-2D data and (b) small ASR-2D data using the DNN 

model trained with ASR time-domain signals [11]. .......................................................................11
Figure 8. Results of testing on small ASR-2D data using the DNN model trained with small ASR 

frequency-domain spectra [11]. ......................................................................................................11
Figure 9. Results of testing on the ASR-2D data using the DNN model trained with ASR 

frequency-domain spectra [11]. ......................................................................................................12

LIST OF TABLES

Table 1. Comparison of different ML models for ultrasonic NDE of ASR in concrete ..............................14



vii

ABBREVIATIONS

AI artificial intelligence
ASR alkali-silica reaction
ASR-2D alkali-silica reaction sample with 2D confinement 
DNN deep neural network
DWT discrete wavelet transform
FFT fast Fourier transform
LR linear regression
ML machine learning
NDE nondestructive evaluation
NN neural network
ReLU rectified linear unit
RMSE root mean square error
RNN recurrent neural networks
SVM support vector machine
SVR support vector regression



1

EXECUTIVE SUMMARY

Alkali-silica reaction (ASR) causes concrete degradation, leading to cracking, rebar corrosion, and 
reduced structural integrity, which raises safety concerns. Ultrasonic nondestructive evaluation (NDE) 
effectively assesses concrete properties and monitors ASR progression. However, its deployment and 
analysis require specialized expertise and subjective interpretation. As computational power increases, 
artificial intelligence (AI) and machine learning (ML) algorithms are increasingly being used to automate 
NDE data analysis across various industries for AI-assisted automation. Regulatory agencies are adapting 
to this technological shift, prompting a need to evaluate current ML technologies’ capabilities and 
limitations in assessing concrete material properties and damage. 

This report presents a comparative analysis of four ML regression models for predicting concrete material 
damage induced by ASR expansion using long-term ultrasonic data monitoring. The models investigated 
include linear regression (LR), support vector regression (SVR), shallow neural networks (NN), and deep 
neural networks (DNN). LR, SVR, and shallow NN models use features extracted from ultrasonic signals, 
whereas the DNN model processes time-domain ultrasonic signals and frequency spectra directly.

The study systematically compared the models’ performance from various perspectives, including model 
input, prediction performance, and generalization ability. The findings indicate significant variability in 
model performance, with some ML algorithms achieving very high or very low prediction accuracy 
depending on the preprocessing and feature engineering (extraction and selection) applied. Key insights 
include the observation that shallow ML models (LR, SVR, and shallow NNs) require meticulous 
preprocessing and feature extraction to achieve high accuracy. In contrast, the DNN model, although it 
bypasses the need for feature engineering, necessitates extensive preprocessing to mitigate noise and 
computational demands. The SVR model emerged as the top performer among the shallow models, and 
the DNN model exhibited superior performance on specific datasets but struggled with generalization 
across specimens from different batches. Additionally, the SVR model is sensitive to temperature 
variations, whereas the DNN model is robust in this regard. Using recurrent neural networks is 
recommended for future ASR expansion prediction studies. Recurrent neural networks’ inherent ability to 
capture temporal dependencies and long-term patterns makes them well suited for analyzing sequential 
ultrasonic monitoring data. 

Overall, the results and conclusions of this study could provide insights into the capabilities and 
effectiveness of ML when applied to ultrasonic NDE data and help identify best practices for using ML 
for ultrasonic NDE of concrete material properties.  
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1. INTRODUCTION 

1.1 MOTIVATION 

Alkali-silica reaction (ASR) is a type of material degradation found in concrete infrastructure. It occurs 
when certain types of silica, such as chert or microcrystalline quartz, present in the aggregate interact with 
alkali metals in the cement. This interaction forms hydrated sodic or K-bearing Ca silicate gels, known as 
ASR gels [1]. These gels absorb water and expand within the material’s pores and preexisting cracks, 
causing microcracking and larger cracks in the concrete. ASR contributes to the deterioration of concrete, 
resulting in a loss of mechanical properties and increased penetration of harmful substances. This process 
can ultimately lead to the corrosion of steel reinforcement and negatively affect the structure’s service 
life. In 2009, ASR was discovered in certain below-grade structures at the Seabrook Nuclear Power Plant. 
Subsequently, ASR was confirmed in multiple concrete structures, including the electrical tunnel, 
containment enclosure building, residual heat removal vault, emergency diesel generator building, and 
emergency feedwater building. The safety issues and concerns that arise from ASR-induced concrete 
cracks impede the license renewal of nuclear power plants. To ensure the continued safe operation of 
nuclear power plant concrete structures over extended periods, it is necessary to examine the long-term 
effects of ASR on the durability, serviceability, and safety of these structures [2].

Nondestructive evaluation (NDE) methods, such as ultrasonic testing, provide an effective approach for 
assessing ASR damage in concrete structures. Various ultrasonic wave parameters, including wave 
velocity, attenuation, and amplitude, are used to measure ASR damage [3], [4], [5]. As ASR progresses, 
ultrasonic wave amplitude and velocity decrease, and wave attenuation increases. Numerous studies have 
successfully employed ultrasonic NDE for long-term monitoring of ASR damage development in 
concrete, demonstrating the efficacy of these techniques for evaluating ASR-affected structures [2], [6], 
[7], [8], [9]. However, interpreting ultrasonic NDE data requires specialized knowledge in ultrasonic 
testing and material properties and relies heavily on engineering expertise. Recent advances in artificial 
intelligence (AI) and machine learning (ML) have transformed this process by offering automated 
solutions for analyzing and interpreting NDE data, including ultrasonic signals. The industrial sector is 
increasingly adopting ML algorithms to simplify NDE data analysis, with a growing focus on AI 
assistance and AI-assisted automation. Regulatory agencies are preparing for these changes, anticipating 
updates to relevant standards. Recent research has extensively investigated the application of ML in NDE, 
particularly for ultrasonic NDE.

However, limited literature exists on using AI/ML for ultrasonic NDE of concrete damage evaluation. 
The growing variety of ML techniques highlights the importance of evaluating the current capabilities in 
ML-supported analysis of NDE data, especially in the ultrasonic NDE of concrete. Previous work has 
included a literature review of research on the use of AI/ML for processing ultrasonic data in evaluating 
concrete damage, particularly for characterizing ASR damage [10], [11]. Key takeaways from the 
literature review are summarized in a former report [11]. Other work has examined various ML models 
for processing long-term ultrasonic monitoring data to predict ASR damage. The studies identified the 
capabilities and limitations of these ML models and investigated the effects of various factors on their 
performance. These studies’ findings provide insights into the effectiveness of ML applications in 
ultrasonic NDE data and help identify best practices for using ML in the ultrasonic NDE of concrete. 
However, each ML model has its own advantages and disadvantages when applied to ultrasonic NDE of 
ASR damage in concrete. This report summarizes the procedures for using each previously studied ML 
model and compares their performances in predicting ASR damage.
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1.2 OBJECTIVES 

This work compared the performance and effectiveness of four ML models—linear regression (LR), 
support vector regression (SVR), shallow neural networks (NN), and deep neural networks (DNN)—in 
predicting ASR expansion based on extensive, long-term monitoring of ultrasonic data across multiple 
specimens. The assessment of these four ML models was partially based on results from previously 
published reports [10], [11].

The models were evaluated from several key perspectives relevant to the application of ultrasonic NDE 
for ASR damage, including the following:

 Raw data: raw data used for model input,
 Preprocessing: the preprocessing procedure used to process the raw data for feature extraction,
 Model input: the types and features of input data required by each model,
 Data preprocessing: the steps needed to prepare the ultrasonic data for analysis,
 Model complexity: the structural complexity and computational demands of each model,
 Model-training difficulties: the challenges associated with training each model, including 

convergence and overfitting issues,
 Model output: the accuracy and reliability of the predictions generated by each model.

The reference ultrasonic data were obtained from four distinct concrete specimens cast with artificially 
induced ASR, which are discussed in detail in previous reports [10], [11]. This report involves the use of 
ML terminology, such as data training, data testing, model optimization, model tuning, etc. This 
background information can be found in multiple works of literature [12], [13], [14]  and we also 
provided an introduction to these commonly used ML terminologies in a previous report [15]. This work 
focused on assessing and comparing the performance of different ML models for regression based on 
ultrasonic signals. This report summarizes the capabilities and limitations of different ML models for 
predicting ASR expansion using ultrasonic long-term monitoring data. The results of these assessments 
are expected to be useful to industries and the US Department of Energy for future activities involving 
NDE of concrete with ASR. 
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2. MACHINE LEARNING MODELS

2.1 LINEAR REGRESSION

LR is a linear statistical approach to modeling the relationship between the response and one or more 
variables. By fitting a linear equation to the observed data, this model helps predict the value of the 
dependent variable based on the values of the independent variables. The simplicity and interpretability of 
LR make it a widely used technique in various fields. It provides insights into how changes in the 
independent variables influence the dependent variable, enabling researchers and analysts to make 
informed decisions.

The core idea of LR is finding the best-fit line through the data points, minimizing the discrepancies 
between the observed and predicted values. This line, known as the regression line, is characterized by its 
slope and intercept, which are estimated from the data. The slope indicates the direction and strength of 
the relationship between the variables, and the intercept represents the expected value of the dependent 
variable when all independent variables are zero. Through this model, one can quantify the effect of each 
predictor on the outcome, assess the goodness of fit, and make predictions for new observations. This 
model is represented by the following equation:

𝑦 = 𝑋𝛽 + 𝜀,#(1)

where 𝑦 is the response (i.e., the volumetric expansion of the concrete specimens), 𝑋 is the vector of the 
variables (i.e., the extracted features), 𝛽 is the parameter vector, and 𝜀 is the error term. 

One key advantage of LR is its interpretability. The coefficients of the model directly represent the 
relationship between the dependent and independent variables, allowing for straightforward interpretation. 
Additionally, LR models are relatively easy to implement and computationally efficient, making them 
suitable for large datasets. However, it is essential to check for the assumptions underlying LR, such as 
linearity, independence, homoscedasticity, and normality of residuals. Violations of these assumptions 
can lead to biased or inefficient estimates, thereby affecting the model’s reliability.

In previous work [10], the parameter vector, 𝛽, was fitted using data from ASR specimen experiments, 
and the fitted LR model was tested using the specimen data from the alkali-silica reaction sample with 2D 
confinement (ASR-2D). The input features included 13 variables: mean amplitude, maximum amplitude, 
energy, and attenuation in three different frequency ranges, and absolute wave velocity. The LR model 
was optimized in MATLAB and included an intercept term, linear and squared terms for each variable, 
and all products of pairs of distinct variables.

The testing results are shown in 

Figure 1(a). Although the overall prediction accuracy was acceptable, large errors were observed at 
expansion levels of approximately 0.14% and 0.35%. Examination of the expansion data and original time-
domain signals revealed significant variations during the conditioning periods caused by sensor 
reinstallation and chamber malfunction. The model also indicated overfitting during the training process. 
After feature selection and removal of less correlated features, the accuracy and prediction errors improved 
slightly, as seen in 

Figure 1(a). The large prediction errors at approximately 0.14% and 0.35% expansion were also reduced. 
However, large prediction errors remained at the initial points when the expansion was very small, both 
with and without feature selection.
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When using LR for ASR prediction based on ultrasonic signals, it is crucial to first extract and select 
features correlated with the expansion. These features serve as the model input. The quality of the original 
ultrasonic signals significantly affects model performance. Factors such as transducer reinstallation, 
changes in coupling conditions, and significant environmental changes must be considered when 
preparing the training and testing datasets. Additionally, the LR model should be reoptimized during each 
training session to improve performance.

(a)

(b)

Figure 1. Measured expansion vs. expansion predicted using LR on the ASR-2D specimen (testing) 
(a) without feature selection and (b) with feature selection [10].

2.2 SUPPORT VECTOR REGRESSION

SVR is an ML algorithm used for regression tasks. It is based on the principles of support vector 
machines (SVMs). An SVM is a supervised ML algorithm primarily used for classification tasks, but it 
can also be applied to regression tasks. The basic principle of the SVM is to find the optimal hyperplane 
(decision boundary) that best separates data points belonging to different classes in the feature space. For 
a linear model with dataset (x, y), the hyperplane, f(x), is expressed as

𝑓(𝑥) = 𝑤𝑥 + 𝑏 = 0,#(2)

where 𝑤 is the weight vector, and 𝑏 is the bias term. The hyperplane should be subject to the following 
constraints:

𝑦𝑖𝑓(𝑥𝑖) = 𝑦𝑖(𝑤𝑥𝑖 + 𝑏) = 0,#(3)
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whereas the cost function 𝐽 is

𝐽 =
1
2‖𝑤‖2.#(4)

The constraint and the cost function are for separable data. If the data are not separable, then a soft margin 
is used with a cost function:

𝐽 =
1
2‖𝑤‖2 + 𝑐

𝑚

𝑖=1
𝜉𝑖 ,#(5)

with constraint

𝑦𝑖𝑓(𝑥𝑖) = 𝑦𝑖(𝑤𝑥𝑖 + 𝑏) ≥ 1 ― 𝜉𝑖,𝜉𝑖 ≥ 0,#(6)

where 𝜉𝑖 is a positive slack variable that indicates that the sample training allows a small number of 
erroneous samples, and 𝑐 is the penalty parameter. The SVM model has several hyperparameters: the 
kernel function, kernel scale, and penalty parameter. Linear kernels [17], Gaussian radial basis functions 
[18], [19], [20], polynomials [21], [22], and sigmoid functions are among the most common kernel 
functions. The kernel scale defines how far the influence of a single training example reaches. The 
penalty parameter controls the trade-off between minimizing and maximizing the classification margin 
and training error.  Instead of predicting discrete class labels as in classification using SVM, SVR predicts 
continuous output values. Similar to SVM for classification, SVR aims to find a hyperplane in the feature 
space that best fits the training data while minimizing the error, known as the epsilon-insensitive loss 
function. This hyperplane is determined by support vectors, which are the data points closest to the 
hyperplane and influence its position. SVR allows for flexibility in modeling nonlinear relationships 
between input features and output values by using kernel functions to map the input data into higher-
dimensional feature spaces where linear separation can be achieved. SVR aims to minimize error and 
ensure that the deviations of the actual output values from the predicted values within the epsilon tube do 
not exceed a predefined threshold. This approach makes SVR robust to outliers and noisy data, making it 
suitable for regression tasks in various domains.

In previous work [10], [11], extracted features from time-domain and frequency-domain signals were 
used as inputs for the SVR model. The model was trained with data from one of the specimens (ASR, 
ASR-2D, small ASR, or small ASR-2D) and then tested with data from other specimens. Several key 
findings emerged from the results [11]. First, like the LR model, the SVR model achieved good prediction 
performance using the extracted features with appropriate procedures, as shown in Figure 2. These 
procedures included data cleaning, feature extraction and selection, and model optimization during 
training.
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Figure 2. Measured expansion vs. expansion predicted using SVR on the ASR-2D specimen (testing) with 
feature selection [10].

Additionally, the data range in the training and testing datasets significantly affected the SVR model’s 
performance. When the data in the testing dataset fell outside the range of the training dataset, the SVR 
model performed poorly. Therefore, the training dataset should be as large and diverse as possible to 
ensure the trained model generalizes the testing data well. Signal preprocessing, such as amplitude 
normalization, also influences SVR performance. Preprocessing should be consistent for both training and 
testing datasets. Normalizing signal amplitudes to a constant value is suggested if they show large 
variations during long-term monitoring. The SVR model uses wave features and parameters as inputs, and 
these parameters are easily affected by environmental temperatures when ultrasonic signals are collected. 
Thus, the effect of temperature should be considered, especially if training and testing data are collected 
at very different temperatures. The SVR model trained with data from one batch of specimens often 
performed well in the early stage but performed poorly in the late stage when tested on data from a 
different batch. Figure 3(a) and (b) illustrate the results of testing on the small ASR and small ASR-2D 
data using the SVR model trained with ASR data. Both figures show poor performance in the later stages 
of expansion. This issue appears to be common across the ML models studied in this and previous works. 
Improving the generalization ability of ML models across different batches of specimens remains a 
challenge for future research.

Figure 3. Results of testing using the SVR model trained with ASR data and tested on (a) small ASR data and 
(b) small ASR-2D data [11]. The areas enclosed by green dashed lines are poor predictions with large errors. 
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2.3 SHALLOW NEURAL NETWORK

A shallow NN is a type of artificial NN characterized by having only one or two hidden layers between 
the input and output layers. This simplicity makes it a suitable choice for regression tasks in which the 
goal is to predict continuous values. Shallow NNs are advantageous because of their relatively 
straightforward architecture, which requires less computational power and is easier to train than deeper 
networks. They can efficiently model complex relationships in the data, capturing nonlinear patterns that 
traditional LR might miss. This makes them particularly useful in fields like finance, engineering, and 
natural sciences, in which accurate predictions are essential.

In regression tasks, the objective of a shallow NN is to learn a mapping from input features to continuous 
target values. This is achieved through the training process, during which the network adjusts its weights 
based on the error between its predictions and the actual values. Various activation functions can be used 
in the hidden layer to introduce nonlinearity, enhancing the network’s ability to model intricate data 
patterns. Despite their simplicity, shallow NNs can perform robustly and reliably for many regression 
problems, especially when the dataset is not excessively large or complex. A shallow feed-forward NN 
typically has a straightforward structure comprising one input layer, one or two intermediate (hidden) 
layers, and one output layer. Lippmann [23] suggests that a multilayer perceptron with two hidden layers 
is sufficient for creating classification regions of any desired shape. Another critical hyperparameter is the 
activation function, which defines the output of a node given the input or a set of inputs. Common 
activation functions include Gaussian, sigmoid, hyperbolic tangent, and radial basis functions. Optimizing 
the parameters in the hidden layers is crucial for achieving the best model performance.

Figure 4 illustrates the shallow NN structure used in this work. The optimized NN has two hidden layers 
in addition to the input and output layers. The first hidden layer contains 16 neurons, the second hidden 
layer has 8 neurons, and both layers use rectified linear unit (ReLU) activation functions. A randomly 
selected 25% of the training data was used as validation data to assess the model’s performance during 
training. The input to the shallow NN comprised extracted features from the original ultrasonic data, 
which were also used as input for the LR and SVR models. The model was initially trained with the ASR 
data and then was tested on the ASR-2D data. Like the LR and SVR models, the shallow NN initially 
exhibited poor prediction performance on the ASR-2D data without feature selection, with large 
prediction errors observed near expansions of 0.35% and 0.02%. However, after feature selection (see 
Figure 5), the prediction performance significantly improved, showing that the shallow NN model 
requires essential preprocessing procedures, such as data cleaning and feature selection, to achieve 
acceptable performance. With feature selection, the shallow NN model performed similarly to the SVR 
model, and both models performed better than the LR model.

Figure 4. The network structure of the shallow NN used.
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(a)

 (b)

Figure 5. Results of testing on the ASR-2D data using the shallow NN model trained with ASR data 
(a) without feature selection and (b) with feature selection [10].

2.4 DEEP NEURAL NETWORK

Another model used in this work was a DNN. A DNN is a type of artificial NN with multiple layers 
between the input and output layers. DNNs are characterized by their depth, meaning they have many 
hidden layers compared with traditional shallow NNs, which may have only one or two hidden layers. 
Each layer in a DNN typically comprises multiple neurons, also known as nodes or units, which perform 
mathematical operations on the input data. The output of each layer serves as the input to the next layer, 
and the final output layer produces the prediction or classification. DNNs can learn intricate patterns and 
representations from complex data, making them particularly effective in tasks such as image and speech 
recognition, natural language processing, and other areas in which the input data have a high degree of 
complexity. Training a DNN involves feeding it with labeled training data and adjusting the weights and 
biases of the connections between neurons through a process called backpropagation to minimize the 
difference between the predicted output and the true output. This training process often requires a large 
amount of data and computational resources but can result in highly accurate models capable of handling 
complex tasks.

In this work, time-domain signals and frequency spectra were used as inputs for the DNN models. Figure 
6 shows the network structure of the DNN used; it has three hidden layers with ReLU activation 
functions. The input layer has 512 neurons when time-domain signals are used as input, and the second 
hidden layer has 128 neurons. The third and fourth hidden layers have 32 and 8 neurons, respectively. 
Dropout layers were added to the network to prevent overfitting, with dropout rates of 0.4 for the first and 
second dropout layers and 0.3 for the last dropout layer. If frequency spectra are used as the model input, 
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the input layer has 256 neurons, and then the following hidden layer has a different number of neurons 
accordingly.

Figure 6. The network structure of the DNN model.

When the DNN model was used for ASR expansion prediction, both time-domain signals and frequency 
spectra were downsampled before being used as model inputs to reduce computational costs. Figure 7(a) 
shows an example of the results from testing on the ASR-2D data using the DNN model trained with 
ASR time-domain signals. Although the overall performance was acceptable, large prediction errors were 
observed after 300 days. Additionally, the model exhibited poor generalization performance on the small 
ASR-2D data from a different batch. In contrast, the LR, SVR, and shallow NN models demonstrated 
better generalization performance on data from different batches of specimens. A possible reason for this 
discrepancy is that the DNN model is more prone to overfitting during the training process than the 
shallower models (LR, SVR, and shallow NNs).
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(b)

Figure 7. Results of testing on (a) the ASR-2D data and (b) small ASR-2D data using the DNN model trained 
with ASR time-domain signals [11].

Using frequency spectra as the model input, the DNN also achieved good prediction performance. As 
shown in Figure 8, the DNN model trained with small ASR frequency spectra demonstrated good 
prediction accuracy on the small ASR-2D data. Similarly, the model trained with small ASR-2D data 
performed well when tested on the small ASR data. The small ASR and small ASR-2D data were very 
consistent in both expansion and ultrasonic features, which likely contributed to the strong performance 
of the DNN models. However, the DNN model did not achieve acceptable performance on other 
specimen data when frequency spectra were used as the input, as shown in Figure 9. Although the DNN 
can achieve good prediction performance using either time-domain signals or frequency spectra, it 
requires more model-tuning effort, and its generalization ability may not be as robust as those of well-
trained shallow ML models (e.g., LR, SVR, and shallow NNs).

Figure 8. Results of testing on small ASR-2D data using the DNN model trained with small ASR frequency-
domain spectra [11].
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Figure 9. Results of testing on the ASR-2D data using the DNN model trained with ASR frequency-domain 
spectra [11].
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3. COMPARISON OF DIFFERENT MACHINE LEARNING MODELS 

The performances of various ML models used for predicting ASR-induced expansion were compared 
across multiple aspects, including model inputs, complexity, training, and prediction accuracy. The 
detailed comparisons are summarized in Table 1. Conclusions were drawn from comparing the four ML 
models studied in both the current and previous works. Some of these conclusions may not be 
generalizable since they are based on the specific results of this study. 

The raw data for all models used in this work are the long-term monitoring ultrasonic signals and the 
measured expansion data for each specimen. The ultrasonic signal is a 1D time-domain waveform. 

Preprocessing: For the LR, SVR, and shallow NN models, the raw signals need to be normalized and 
then transformed using a fast Fourier transform (FFT) or discrete wavelet transform (DWT) for feature 
extraction. Wave features, such as velocity, attenuation, and amplitude, can be calculated after these 
preprocessing procedures. For the DNN model, minimum preprocessing procedures are needed, and the 
time-domain signals or frequency spectra may be truncated and downsampled to reduce computational 
cost.

Feature extraction: For LR, SVR, and shallow NN models, extracting relevant wave features (such as 
velocity, amplitude, attenuation, etc.) and statistical parameters is essential for effective model inputs. 
This process demands expertise in ultrasonic NDE, as the selection of features is often guided by domain-
specific knowledge and practical experience. In contrast, the DNN model can use the time-domain 
waveforms or frequency spectra directly as inputs without explicit feature extraction. However, like LR 
and SVR, the DNN model is able to accept the extracted features as the input, although this is less 
common in ultrasonic NDE applications.

Feature selection: To avoid too many irrelevant feature inputs, performing feature selection for the LR, 
SVR, and shallow NN models is recommended. This procedure can improve model performance and 
prevent overfitting during training. The DNN typically does not require feature selection.

The DNN model uses the time-domain signal or frequency spectra as inputs, whereas the other models 
use extracted features.

Model complexity: 

 LR is relatively straightforward, involving a simple linear equation and minimal computational 
requirements. The model complexity is low. 

 SVR has a moderate model complexity, involving finding the optimal hyperplane in a higher-
dimensional space and tuning various hyperparameters. 

 The shallow NN has one or two hidden layers, making it a less complex model than a DNN. 
 The DNN is the most complex, comprising many hidden layers and nodes, requiring extensive data 

and computational resources, and often involving sophisticated techniques for training and 
optimization.

Model training: The training LR, SVR, and shallow NN models is relatively simple, involving 
optimizing a limited number of parameters. DNN model training is more complex because of the large 
number of model parameters.

Model optimization: LR optimization is simple and involves finding the best-fit line’s coefficients. SVR 
and the shallow NN introduce moderate complexity in optimization. SVR requires tuning three 
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hyperparameters (kernel function, penalty parameter C, and epsilon parameter 𝜀), and the shallow NN 
needs to optimize the model structure and corresponding hyperparameters. The DNN requires careful 
tuning of hyperparameters, extensive computational resources, and sophisticated optimization algorithms 
like Adam or RMSprop. Overfitting is a major concern, necessitating the use of regularization techniques 
such as dropout, L2 regularization, and early stopping.

Table 1. Comparison of different ML models for ultrasonic NDE of ASR in concrete

ML model LR SVR Shallow NN DNN

Preprocessing

Extensive preprocess 
(e.g., normalization, 
noise filtering, FFT, 
DWT, windowing) 

Extensive preprocess 
(e.g., normalization, 
noise filtering, FFT, 
DWT, windowing)

Extensive 
preprocess (e.g., 
normalization, noise 
filtering, FFT, 
DWT, windowing)

Minimum 
preprocessing (e.g., 
normalization, FFT, 
windowing)

Feature 
extraction

Required, based on 
domain expertise

Required, based on 
domain expertise

Required, based on 
domain expertise

Using time-domain 
signals or frequency 
spectra directly

Feature 
selection

Recommended for 
improved performance

Recommended for 
improved performance

Recommended for 
improved 
performance

Not required

Model 
development 
complexity

Low Moderate Moderate High

Model training Finding the best-fit line 
Finding the hyperplane 
to fit the data

Adjusting the 
weights and biases

Training multiple 
layers with many 
parameters

Model 
optimization

Simple, best-fit line’s 
coefficients

Simple, kernel function, 
C, and 𝜀

Simple, model 
structure and 
hyperparameters 

Complex, requires 
careful tuning

Model 
performance

Acceptable Good Good Good

Generalization 
ability on 
different batch 
specimens 

N/A Depends on data ranges N/A Poor

Temperature 
influence

Not studied Sensitive Not studied Less sensitive
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Model performance: The LR models in this work achieved an acceptable prediction performance with 
an R² of 0.78 and an RMSE of 0.082% after feature selection. The SVR model performed better, with an 
R² of 0.89 and an RMSE of 0.057%, but only when feature selection was applied; without feature 
selection, the SVR model’s performance was poor. The shallow NN model achieved prediction 
performance comparable to the SVR model when feature selection was used. However, without feature 
selection, the LR model outperformed the others. The DNN model also performed comparably to the 
SVR and shallow NN models, using both time-domain signals and frequency spectra as inputs. 
Nevertheless, the DNN model’s performance varied across different training and testing combinations.

Generalization ability: The SVR model performed well on data from different batch specimens, 
although its effectiveness depended on the data ranges in the training and testing datasets. In contrast, the 
DNN models demonstrated poor generalization ability on data from different batch specimens, 
performing well only on data from the same batch. The generalization abilities of the LR and shallow NN 
models across different batch specimens were not studied in this work.

Temperature influence: Ultrasonic signals are sensitive to temperature changes in the data-collection 
environment, which affect features such as amplitude and velocity. A previous study [11] suggests that 
training and testing datasets should be collected at similar temperatures when using temperature-sensitive 
features as inputs. Because the SVR model relies on these extracted features, its prediction performance is 
sensitive to temperature variations between the training and testing data. Conversely, the DNN model 
uses time-domain signals or frequency spectra as inputs, and because these inputs are amplitude 
normalized, the DNN model’s performance is less affected by temperature variations.

Temporal dependencies: The four ML models studied in previous work and this study treat each data 
point independently during the training process and do not inherently account for temporal relationships 
or long-term dependencies. However, ASR damage is progressive and accumulative, suggesting that there 
should be temporal dependencies among the ultrasonic signals collected at different ages. Therefore, 
using recurrent neural networks (RNNs) for ASR expansion prediction based on ultrasonic monitoring 
signals is recommended in future studies.

ASR expansion prediction involves analyzing ultrasonic data collected over time. RNNs are specifically 
designed to handle sequential data, making them ideal for capturing the progression of ASR damage. 
RNNs can effectively capture the temporal dependencies and relationships in the data, which are crucial 
for predicting how ASR expansion will evolve over time. Additionally, RNNs can learn long-term 
dependencies and patterns in the data, allowing for more accurate predictions of future expansion based 
on historical data. RNNs maintain a hidden state that evolves as new data points are processed. This state 
retention allows RNNs to incorporate past information into current predictions, which is essential for 
understanding the cumulative effect of ASR over time. 

RNNs are well suited for ASR expansion prediction using long-term monitoring ultrasonic data because 
of their ability to model temporal dependencies, learn long-term patterns, retain dynamic states, and 
effectively handle time-series data. These advantages make RNNs a powerful tool for predicting the 
progression of ASR damage and supporting proactive maintenance strategies.
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4. SUMMARY

This report compares the performance of four ML regression models in predicting concrete material 
damage induced by ASR expansion based on long-term ultrasonic data monitoring. The models examined 
include LR, SVR, a shallow NN, and a DNN. Whereas the LR, SVR, and shallow NN models use 
features extracted from ultrasonic signals as inputs, the DNN model uses processed time-domain 
ultrasonic signals and frequency spectra directly as inputs.

Various aspects of these models’ performance, including model inputs, prediction accuracy, and 
generalization ability, were systematically assessed and compared. The results indicate significant 
variation in performance, with ML algorithms capable of achieving either very high or very low 
prediction accuracy.

Collectively, the results suggest the following:

 Shallow ML models (LR, SVR, and shallow NN): These models achieved high prediction accuracy 
only with appropriate preprocessing procedures and feature engineering.

 DNN model: The DNN model, which uses time-domain signals and frequency spectra as inputs, did 
not require feature engineering. However, preprocessing of these inputs was necessary to remove 
noise and reduce computational cost.

 Modeling complexity: The shallow ML models had lower modeling complexity, whereas the DNN 
model required additional knowledge and more effort in training and optimization to achieve 
satisfactory prediction performance.

 Prediction performance: Among the shallow ML models, the SVR model demonstrated better 
prediction performance than the LR and shallow NN models. The DNN model achieved superior 
prediction performance on specific datasets.

 Generalization ability: The shallow ML models demonstrated stable generalization abilities across 
datasets from different batches of specimens (e.g., ASR and small ASR). In contrast, the DNN model 
demonstrated poor prediction performance on data from different batch specimens.

 Temperature sensitivity: The SVR model’s performance was sensitive to the temperature of the 
training and testing data. The DNN model was less sensitive to temperature variations because it used 
the whole waveform as the model input.

 Future work—RNNs: RNNs are recommended for ASR expansion prediction based on ultrasonic 
monitoring signals in future studies because of their ability to model temporal dependencies, learn 
long-term patterns, retain dynamic states, and effectively handle time-series data.

These findings underscore the importance of model selection, preprocessing, and feature engineering in 
achieving high prediction accuracy and generalization ability in ML models for ASR-induced concrete 
damage prediction.
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