
 

INL/RPT-24-80727
Revision 0

Light Water Reactor Sustainability Program

Demonstration and Evaluation of
Explainable and Trustworthy

Predictive Technology for
Condition-based Maintenance

September 2024

U.S. Department of Energy

Office of Nuclear Energy



DISCLAIMER

This information was prepared as an account of work sponsored by an
agency of the U.S. Government. Neither the U.S. Government nor any agency
thereof, nor any of their employees, makes any warranty, expressed or implied,
or assumes any legal liability or responsibility for the accuracy, completeness,
or usefulness, of any information, apparatus, product, or process disclosed, or
represents that its use would not infringe privately owned rights. References
herein to any specific commercial product, process, or service by trade name,
trade mark, manufacturer, or otherwise, does not necessarily constitute or imply
its endorsement, recommendation, or favoring by the U.S. Government or any
agency thereof. The views and opinions of authors expressed herein do not nec-
essarily state or reflect those of the U.S. Government or any agency thereof.



INL/RPT-24-80727
Revision 0

Demonstration and Evaluation of
Explainable and Trustworthy Predictive

Technology for Condition-based
Maintenance

Cody M. Walker

Linyu Lin

Vivek Agarwal

Nancy J. Lybeck

Anna C. Hall

Rachael A. Hill

Ronald L. Boring

September 2024

Idaho National Laboratory
Light Water Reactor Sustainability

Idaho Falls, Idaho 83415

http://www.lwrs.gov

Prepared for the
U.S. Department of Energy
Office of Nuclear Energy

Under DOE Idaho Operations Office
Contract DE-AC07-05ID14517



Page intentionally left blank

iv



EXECUTIVE SUMMARY

The domestic nuclear power plant 
eet has historically relied on labor-intensive and time-consuming
preventive maintenance programs, thus driving up operation and maintenance costs to achieve high
capacity factors. arti�cial intelligence (AI) and machine-learning (ML) can help simplify complex
problems such as diagnosing equipment degradation to enable more e�ective decision-making. Bene�ts
of AI will be felt through more e�cient plant operations and maintenance, improved work processes, and
better integration of people and technology. Together, these bene�ts hold the promise to make nuclear
power more sustainable by reducing costs associated with operations and maintenance while improving
employee engagement. While the AI and ML technologies hold signi�cant promise for the nuclear
industry, there are challenges or barriers to their adoption. Explainability and trustworthiness of AI are
two salient challenges that need to be addressed for wider deployment of these technologies in nuclear
power plants (NPPs).

This research focuses speci�cally on addressing the explainability and trustworthiness of AI technolo-
gies to advance the human, technical, and organization (HTO) readiness levels in adopting a risk-informed
predictive maintenance (PdM) strategy at commercial NPPs, represented visually in Figure A. In addition,
this approach can be adapted to enhance the acceptability of AI in other nuclear applications with a few
application-speci�c modi�cations. The technical approach ensuring wider adoption of AI technologies
was developed by Idaho National Laboratory (INL)|in collaboration with Public Service Enterprise
Group (PSEG), Nuclear, LLC|by utilizing the circulating water system (CWS) at two PSEG-owned
plant sites for demonstration. Focused user studies were performed in collaboration with subject matter
experts (SMEs) from PSEG and other nuclear domains to enhance the human and organization readiness
by building trust in AI-informed technologies.

VIsualization for PrEdictive maintenance Recommendation (VIPER)|a copyrighted software owned
by Battelle Energy Alliance, LLC|was developed and expanded to provide a user-centric visualization
by incorporating input from the collaborating utility, human factors engineering guidelines, and data
scientists. The VIPER software enables users, who may be unfamiliar with machine-learning (ML) in
general, to interactively engage by asking technical questions about PdM, work orders, diagnosis results
and their con�dence, data used, and types of ML algorithms. This interactive engagement enhances ex-
plainability and builds trust. One of the enabling accomplishments was the integration of large language
models (LLMs), both text-based and vision-based, in the VIPER software.

Figure A. HTO readiness for AI-enabled VIPER deployment in the nuclear power industry.
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The notable contributions delivered in the report are:

ˆ Advanced the VIPER software capabilities to include multiple ML diagnoses, allowing the user to
select from a list of pre-trained models to assess the health of the CWS. A hard and soft voting
schemes were also implemented to increase the robustness of the VIPER tool.

ˆ Enhanced the human-AI interaction within the VIPER tool by integrating di�erent types of LLMs.
The performance of these di�erent LLMs were evaluated for di�erent scenarios.

ˆ Incorporated principles of human-centered AI addressing the deployment considerations related to
the HTO readiness levels.

ˆ Performed user research studies at an event organized by PSEG to understand the trustability, level,
and diversity of information a user would require to trust the recommendations coming from an AI
system such as VIPER. Several of the �ndings were implemented into VIPER.

ˆ Performed quantitative usability and interface evaluation by interviewing SMEs to enhance the
usability of the VIPER tool.

The innovative advancements of the VIPER software are advancing and enabling the HTO readiness
levels in adopting an AI-enabled risk-informed PdM strategy at commercial NPPs. There is growing
interest among nuclear plant operators to license the VIPER software either as a standalone software
product or integrated with their existing maintenance software capabilities. The VIPER software can be
obtained under a licensing agreement with INL.

In the future, any AI research conducted in the nuclear power industry will have to consider psycho-
logical safety as a bridge to not only AI adoption but sustained use. Research and development of AI
technologies and subsequent implementation, adoption and long-term use in the plants will have to be
established within a lifecycle framework, with follow-up activities to ascertain sustained satisfaction and
con�dence with the AI across the HTO readiness levels.

vi



ACKNOWLEDGEMENTS

This report was made possible through funding from the Department of Energy (DOE)'s Light Water
Reactor Sustainability (LWRS) program. We are grateful to Sujata Goetz of DOE, and Bruce P. Hallbert,
Craig A. Primer, and S. Jason Remer at INL for championing this e�ort. We thank Gordon E. Holt at
INL for the technical editing of this report. We also thank Alice Malone of RED, Inc., for some of the
graphics contained in the report. Finally, we would like to recognize Matthew Pennington at the PSEG,
Nuclear, LLC, Monitoring and Diagnostic Center, along with other participants involved in the studies,
for their valuable technical contributions.

vii



Page intentionally left blank

viii



CONTENTS

 EXECUTIVE SUMMARY  v

 ACRONYMS  xiii

 1 INTRODUCTION AND BACKGROUND  1

 2 CIRCULATING WATER SYSTEM DESCRIPTION  4

 3 VISUALIZATION FOR PREDICTIVE MAINTENANCE RECOMMENDATION  5

 4 INTEGRATION OF LARGE LANGUAGE MODELS IN VIPER  10

 4.1 Data and Use Cases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

 4.2 Mutimodal Resources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

 4.3 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

 4.4 Computational Tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

 4.5 TLG Resources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

 4.6 Demonstration 1: LLM for Explaining Predictive Maintenance . . . . . . . . . . . . . . . . 17

 4.7 Demonstration 2: LLM for Explaining Failures Based on Work Orders . . . . . . . . . . . . 19

 4.8 Demonstration 3: vision language model (VLM) for Describing CWS Layout in Salem and
Hope Creek NPPs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

 4.9 Demonstration 4: Multimodal Approach for TLGs . . . . . . . . . . . . . . . . . . . . . . . 22

 4.10 Demonstration 5: vision language model (VLM) for Describing Diagnosis Results and
VIPER Software Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

 5 USER STUDY 28

 5.1 Assessing the User Interface from a Human Factors Perspective . . . . . . . . . . . . . . . . 29

 5.1.1 Interface Evolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

 5.2 Utility Innovation Week . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

 5.2.1 User Research Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

 5.2.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

 5.2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

 5.2.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

 5.3 Qualitative Study: Human Factors Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . 38

 5.3.1 Work
ow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

 5.3.2 Qualitative Study Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

 5.3.3 Think-Aloud Exercise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

ix



 5.3.4 Evaluation Talk-Through . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

 5.3.5 Design Input Interview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

 5.3.6 Summary of VIPER Design Recommendations . . . . . . . . . . . . . . . . . . . . 44

 5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

 6 SUMMARY AND PATH FORWARD  47

 REFERENCES 47

 Appendix A: Full LLM and VLM Generations  52

 Appendix B: VIPER Interface  59

 Appendix C: NASA-TLX & SEQ & SART  62

 Appendix D: Design Input Interview Questions 67

FIGURES

 1 Aspects of AI technologies essential for decision-making [  7  ].  . . . . . . . . . . . . . . . . . 2

 2 Design, develop, deploy, and operate AI/ML technology requirements [  6  ].  . . . . . . . . . . 2

 3 AI adoption barriers in nuclear power [  8  ].  . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

 4 Plant Site 1 Unit 2 CWP combination 21A and 21B. . . . . . . . . . . . . . . . . . . . . . . 4

 5 Schematic representation of a CWP motor with vibration and temperature measurement
locations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

 6 Four scenarios were chosen for testing. The caption below each report shows the ground
truth, which is the actual condition of the system. . . . . . . . . . . . . . . . . . . . . . . . 7

 7 VIPER diagnostics tab. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

 8 VIPER explainability tab. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

 9 Kernel density estimate showing the current value of DT is abnormally high when compared
with the historical data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

 10 Total count of each condition label compared with MIB temperatures in the historical data. . 9

 11 Autoencoders were trained on healthy data. This should theoretically make it more di�cult
for it to recreate abnormal data (e.g., WBF, thus enabling it to be 
agged as an anomaly). . . 10

 12 TLG framework. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

 13 Scheme of factual evaluations using factscore methods. . . . . . . . . . . . . . . . . . . . . 13

 14 Confusion matrix based on factscore and human evaluations. . . . . . . . . . . . . . . . . . 18

 15 Wikipedia Citation Entailment (WiCE) factscore results with di�erent LLM (y axis) vs.
RAG methods (x axis). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

x



 16 Images of the CWS layout extracted from [  17  ] for evaluating VLM performance. . . . . . . 21

 17 Context information extracted from report [  17  ]. The LLM is asked to describe the di�erences
between the CWSs in the Salem and Hope Creek NPPs. Yellow shaded text is text-only
context, �gure labels are shaded in red and shown in Figure  16  , and the reference answers
are shaded in green. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

 18 Screenshot of the VIPER help tab with the LLM and VLM generation. Shaded colors
represent the con�dence ratings from the WiCE factscore. . . . . . . . . . . . . . . . . . . . 25

 19 Screenshot showing the primary diagnosis tab in VIPER. . . . . . . . . . . . . . . . . . . . 25

 20 Screenshot showing the LIME diagnosis tab in VIPER. The plot title, \Feature Important for
Healthy," is truncated on purpose to evaluate if VLM can correctly recognize the missing
context. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

 21 HCAI in the technology's lifecycle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

 22 Screenshot of the �rst version of the PdM user interface application (circa 2022) . . . . . . . 31

 23 Screenshot of the second version of the PdM user interface application. . . . . . . . . . . . 31

 24 Design preference question. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

 25 Introduction of z-axis to user experience (UX) information display. . . . . . . . . . . . . . . 36

 26 Interface information presented in a layered hierarchy. . . . . . . . . . . . . . . . . . . . . . 37

 27 Qualitative HFE study of the PdM user interface application work
ow. . . . . . . . . . . . . 39

 28 Frequency of participant self-rating of experience with technology. . . . . . . . . . . . . . . 40

 29 Trust over time experimental design. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

 B.1 Diagnostics tab is the main tab of VIPER. It contains the menu options for selecting new mod-
els and scenarios, the diagnostic outcomes of each model, forecasting of selected variables,
the feature importances for each model, and the historical context for selected variables.
Each �gure works to add context to the data so the operator can verify model results. . . . . 59

 B.2 Diagnostics tab of VIPER with the compare option selected, allowing the user to compare
multiple signals on the same plot. The left checkbox plots the signal on the left axis. The
right box plots on the right. This allows for signals to be automatically scaled and compared. 60

 B.3 The trends tab of VIPER allows the user to see the forecasts of each variable as it is predicted
into the future. It is also connected with the operation logs which adds more context to the
trends seen in the data. Large deviations in the data may be due to a planned change in
the operating state (e.g., turning a pump o�) rather than component degradation which the
models are trying to diagnose and predict. . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

TABLES

 1 List of the open-source multimodal resources investigated in this work. . . . . . . . . . . . . 12

 2 List of RAG methods used in this work. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

 3 LLM generations summary with no, wrong, and correct context information as in the Q&A
example. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

xi



 4 Demonstration of a LLM answering inverter drive failure mode questions based on the work
order. Keywords are directly supported by contents from the work order. . . . . . . . . . . . 19

 5 Demonstration of LLM answering �sh into track racks questions based on the work order.
Keywords are directly supported by contents from the work order. . . . . . . . . . . . . . . 20

 6 Evaluation results of the VLMs in describing the four images in Figure  16  . . . . . . . . . . . 22

 7 Evaluation results of di�erent modeling approaches in describing di�erences in a CWS. . . . 23

 8 VLM generations for VIPER diagnosis tab with a follow-up question about historical context
plot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

 9 VLM generation for explaining LIME plot. . . . . . . . . . . . . . . . . . . . . . . . . . . 28

 10 Suggested missing content from the interface. . . . . . . . . . . . . . . . . . . . . . . . . . 34

 11 Design preferences. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

 12 Research topic preferences. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

 13 VIPER Evaluation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

 14 NASA{TLX results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

 15 SART results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

 A.1 Full LLM generations with no, wrong, and correct context information as the question and
answer (Q&A) example. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

 A.2 Full vision language model (VLM) generations for explaining the Salem NPP circulating
water system (CWS) layout shown in Figure  16a  . . . . . . . . . . . . . . . . . . . . . . . . 55

 A.3 Full vision language model (VLM) evaluation results with human evaluation score and
Wikipedia Citation Entailment (WiCE) factscore for explaining the Salem circulating water
system (CWS) layout shown in Figure  16a  . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

 A.4 Full vision language model (VLM) evaluation results with human evaluation score and
Wikipedia Citation Entailment (WiCE) factscore for explaining the Salem circulating water
system (CWS) layout shown in Figure  16b  . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

 A.5 Full vision language model (VLM) evaluation results with human evaluation score and
Wikipedia Citation Entailment (WiCE) factscore for explaining the Salem circulating water
system (CWS) layout shown in Figure  16c  . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

 A.6 Full vision language model (VLM) evaluation results with human evaluation score and
Wikipedia Citation Entailment (WiCE) factscore for explaining the Salem circulating water
system (CWS) layout shown in Figure  16d  . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

 A.7 Full vision language model (VLM) generations for explaining the VIPER diagnosis tab with
a follow-up question about historical context plot. . . . . . . . . . . . . . . . . . . . . . . . 58

 D.1 User Evaluation Questions 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

 D.2 User Evaluation Questions 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

xii



ACRONYMS

2D two-dimensional
3D three-dimensional
AI arti�cial intelligence
ARIMA Autoregressive Integrated Moving Average
CWP circulating water pump
CWS circulating water system
DOE Department of Energy
DPR dense passage retrieval
DT di�erential temperature
FActScore factual precision in atomicity score
GRIT Generative Representational Instruction Tuning
HCAI human-centered arti�cial intelligence
HFE human factors engineering
HTO human, technical, and organization
ID identi�cation
INL Idaho National Laboratory
IRB Internal Review Board
LIME Local Interpretable Model-agnostic Explanations
LLM large language model
LWRS Light Water Reactor Sustainability
M&D maintenance and diagnostics
MIB motor inboard bearing
ML machine-learning
MOB motor outboard bearing
MSE mean square error
NASA National Aeronautics and Space Administration
NLP natural language processing
NN neural network
NPP nuclear power plant
O&M operation and maintenance
PCA principal component analysis
PdM predictive maintenance
PM preventive maintenance
PSEG Public Service Enterprise Group
Q&A question and answer
R&D research and development
RAG retrieval-augmented generation
RF Random Forest
SART Situational Awareness Rating Technique
SEQ single ease question
SME subject matter expert
SSCs structures, systems, and components
SVR Support Vector Regression

xiii



TERMS Technology-Enabled Risk-informed Maintenance Strategy
TLG technical language generation
TLP technical language processing
TLX Task Load Index
U.S. United States
UX user experience
VIPER VIsualization for PrEdictive maintenance Recommendation
VLM vision language model
WBF waterbox fouling
WiCE Wikipedia Citation Entailment

xiv



Demonstration and Evaluation of Explainable and
Trustworthy Predictive Technology for

Condition-based Maintenance

1 INTRODUCTION AND BACKGROUND

Over the years, the domestic nuclear power plant (NPP) 
eet has relied on costly, labor-intensive, and
time-consuming preventive maintenance (PM) programs to maintain its structures, systems, and components
(SSCs), thus driving up overall NPP operation and maintenance (O&M) costs to achieve high capacity
factors [ 1 ]. As a part of this PM strategy, the SSCs undergo manual, burdensome, periodic maintenance
checks|such as inspection, testing, calibration, replacement, and refurbishment|irrespective of condition.
However, this well-established and somewhat successful PM strategy is presently challenging the long-term
economic sustainability of NPPs in the current competitive energy market [ 2 ]. But predictive maintenance
(PdM) strategies only recommend that these actions be takenas requiredby the health condition of the SSCs.
As such, utilizing a PdM strategy in NPPs would automate di�erent aspects of PM strategies and enable
well-informed, proactive decision-making. Trusting in this strategy would also enable NPP operators to
avoid experiencing unplanned downtime or having to derate plant power due to unplanned unavailability of
SSCs during operation, and enable plant operators to optimize maintenance during planned outages. Overall,
the development and deployment of a well-constructed PdM strategy would lower overall maintenance costs
and enable signi�cant e�ciency gains without comprising plant safety.

The Technology-Enabled Risk-informed Maintenance Strategy (TERMS) project, funded under the
United States (U.S.) Department of Energy (DOE){O�ce of Nuclear Energy's Light Water Reactor Sus-
tainability (LWRS) Program, is leading a research and development (R&D) activity to develop scalable,
explainable, and trustworthy AI and ML techniques to enable deployment of a PdM strategy. AI and
ML are key technologies that are expected to enable a cost-e�ective and optimized PdM strategy within
the NPP industry. For this reason, LWRS researchers have developed a federated transfer learning ap-
proach in collaboration with nuclear utilities to address the scalability of AI technologies in achieving a
risk-informed PdM strategy [ 3 ] across plant systems in the overall U.S. nuclear 
eet to meet current and
future application-speci�c requirements [ 4 ,  5 ]. The developed scalability approach does not yet address the
deployment of risk-informed PdM strategies and integration with plant legacy systems because explainability
and trustworthiness of AI/ML technologies are still open R&D topics.

An initial technical basis addressing the explainability and trustworthiness for AI technologies using
metrics is presented in [ 6 ]. A discussion on the three primary aspects of AI technologies|performance, ex-
plainability, and trustworthiness|as presented in Figure 1 , with speci�c metrics, a user-centric visualization
interface, and a human-in-the-loop evaluation to build user-con�dence, is presented in [ 7 ]. Speci�cally, the
information provided in [ 7 ] discusses the trade-o� between performance and explainability, takes techniques
to develop training datasets into consideration, and addresses data imbalance concerns. To implement these
three AI technology aspects, an initial version of the VIsualization for PrEdictive maintenance Recommenda-
tion (VIPER)|a copyrighted software owned by Battelle Energy Alliance, LLC|was developed to provide
a user-centric visualization by incorporating input from the collaborating utility, human factors engineering
guidelines, and data scientists. Along with the three aspects of AI technologies, LWRS researchers identi�ed
guiding AI lifecycle technical requirements [ 6 ] and barriers in the nuclear industry to adopting AI technolo-
gies [ 8 ], as shown in Figures 2 and  3 respectively. These barriers emphasize the holistic consideration of
three readiness levels|technology, human, and organization. For details on these barriers, see [ 8 ].
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